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Preface

PhDs are hard. Anyone who says differently is selling something. It is fair to
say I didn’t realize how hard it would be when almost five years ago, my wife
Akari and I decided to move out to Belgium and take on the challenge. If I am
completely honest, we did it for the visa. We wanted to move to Europe and
getting a company to sponsor a visa is much harder than getting a University
to do the same. Don’t get me wrong, getting the opportunity to work with
offshore wind and do a deep dive into the incredible world of optimization was
a big carrot but I didn’t really understand at the start what I was getting into.
To me, it was simply an interesting job opportunity that happened to be in
academia, which meant a visa would be easier to acquire. Now, nearing the
end of this chapter of our lives we are left looking back at a period of time
that will shape our future more than we would have ever expected. My first
and deepest debt of gratitude is owed to the most important human in my life,
my incredible partner, the one who has been there from start to finish and has
supported me through thick and thin. Thank you for your love and patience
Akari, without you, this wasn’t possible.

Next, I want to express my deep gratitude to Dr Hakan Ergun. Throughout
my working career, it has been one job after another where I have felt thrown
to the wolves. Left with little direction and outsized expectations. While many
say this is how we grow, in my case it was too much. I disliked my jobs and
ended up leaving them before I could become proficient. This has made me
somewhat of a jack-of-all-trades, master of none. What I have needed and have
been searching for is a mentor, somebody I deeply respected for their ability
and who was willing to take the time to teach me. This is what I finally found
with Hakan and I am most grateful for, I could not have had a better supervisor.
Between our bi-weekly updates and Friday beers on the lawn, Hakan set up
a great work environment. I hope one day to have as positive an impact on
another’s career as he has had on mine. I feel truly lucky to have had his
guidance throughout this process.
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Prof. Dirk Van Hertem has been an exceptional leader to the research group.
While I tend to think of Dirk as my “boss” and Hakan my supervisor, there is no
better boss to have than Dirk. Those lucky enough to be in his care experience
the benefits of having a supervisor that truly cares for his employee’s wellbeing.
This was especially apparent during a time dominated by the pandemic. I am
particularly grateful to Dirk for his flexibility regarding working arrangements.
When visa renewal requirements meant Akari needed to return to Japan, Dirk
encouraged me to investigate possible Japanese University collaborations. This
lead to the very rewarding work performed in chapter 7 of this thesis completed
in part at Kyushuu University. Without Hakan and Dirk as supervisors, I am
unsure I could have made it this far. They have both changed my life for the
better and I am deeply appreciative.

I owe a debt of gratitude to Stijn Hendrix and Toni Dalmau at Enersynt for
keeping the office door open for me at all times – even giving me my own keys.
This connection to industry was very important in keeping the research grounded
in reality. As Stijn was my supervisor along with Kristof Van Brusselen at CG
power systems before it’s bankruptcy forced me to switch over to KU Leuven,
he has been involved in the project from the start. The many discussions on
practical applications as well as needs in industry has been invaluable.

Of course, for hiring me in the first place and starting me on this journey I owe to
Kristof Van Brusselen. Thank you for taking the risk and staying on throughout
the PhD within the advisory committee. I have been very lucky to have a
wonderful advisory committee throughout the process. Prof. Ruth Sabariego,
T.A.ing your finite element modelling course was an incredible challenge but it
was a truly enjoyable experience due to your incredible patience and guidance.
Prof. Eduardo Prieto-Araujo, from the very beginning of the InnoDC project
your leadership was essential in sending me down the right research path.

As mentioned the work of chapter 7 was performed in collaboration with
Kyushuu University in Japan under the guidance of profs. Andreas Themelis
and Kaoru Yamamoto. Due to the generosity of both Andreas-san and Kaoru-
san my time at KyuDai was incredibly enjoyable and fruitful. Thanks to this
collaboration including the many long meetings with Andreas going over the
syntactical presentation of my generation and expansion planning formulation
I was able to improve dramatically my ability to formulate and effectively
communicate to others concisely my optimization models.

This research has been funded under one EU project and a Flemish project,
the InnoDC and Cordoba projects. The InnoDC project was what got me to
Europe in the first place and funded the first three years of research, for this
I am truly grateful. To all the early stage researchers, thanks for the many
amazing times. Although they were cut artificially short due to the pandemic
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I will forever cherish the connections and lifelong friendships made. Manon
Davies, your incredible management of the project made it possible to both
develop as a researcher while fully enjoying the experience of interacting with
friends from all areas of the world throughout the many partner countries in the
EU. It was a very rewarding experience. To all the project partners in Cordoba,
thank you for the wonderful collaborations, I look forward to the many more
over the next year of the project!

Finally, thanks to my many colleagues at the KU Leuven. Both fellow researchers
as well as the incredible support staff at ESAT. I am hesitant to single out names
as there are so many who helped in so many ways but a particular thanks must
be mentioned to Katja Schils for handling all the administration including my
many contract and visa renewals as well as Veronica Lucero Ortega for all the
IT support. Also to Jens Moschner and Kris Baert for the great conversations
at Friday beers which managed to keep me at least partially sane during the
pandemic lockdowns.
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To my parents, Bruce and Laurie Hardy.
I hope one day to be as good a parent as you were to me.
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Abstract

Effective long term planning of offshore generation and transmission infrastruc-
ture in the North Sea is key for the efficient development of Europe’s offshore
wind resources, an essential component to reach our climate commitments. Plan-
ning approaches have been proposed within industry and academia. These
approaches are generally grouped into either generation expansion planning or
transmission network expansion planning. In Europe’s liberalized energy mar-
kets, the responsibility for generation expansion lies with private industry, while
regulated entities oversee transmission system expansion. One of the challenges
in this context is the possible conflict of objectives between these entities, with
private investors prioritizing profit maximization and regulated entities respon-
sible for ensuring the reliability and affordability of the electricity supply. As
such, to consider either generation or transmission expansion planning in iso-
lation from the other can be problematic. Rather, an integrated approach is
more appropriate, one that can simultaneously consider the objectives of all
stakeholders involved. Such modelling in the context of offshore wind expansion
planning is still lacking and is a principle focus of the work in this thesis.

The rapid pace at which offshore wind technology has evolved further complicates
offshore planning. Planning models have failed to keep pace. Over the last thirty
years, the capacity of offshore wind farms has increased by orders of magnitude,
multiple concessions are placed side by side, and locations farther out to sea
are utilized. Still, planning approaches at the power plant scale have tended
to focus heavily on collection circuit topology optimization while assuming a
radial transmission connection to shore. These planning models have not tended
to consider the possibility of a transmission system design based on multiple
neighboring concessions. The high level offshore expansion planning models
have largely missed this scale as well, rather focusing on trans-national network
expansion such as the planning of HVDC interconnectors. The gap in between
these two scales is of particular interest when considering an integrated approach
as it is the transitional piece that links models suited for low level collection
circuit optimization with those for high level trans-national grid planning.
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vi ABSTRACT

This thesis proposes a comprehensive planning methodology that addresses the
integration of offshore wind generation and the interconnection of energy markets.
The methodology covers a broad range of planning levels, including medium
voltage collection circuits up to HVDC interconnectors. This approach allows
the incorporation of various energy market models to investigate their impact on
offshore generation and expansion planning. At the highest transmission capacity
level, the proposed methodology employs a step-wise, least regret generation and
transmission network expansion formulation that considers hybrid offshore assets
and market design. At the medium capacity transmission level, the methodology
includes a mathematical framework that describes the combinatorial search space
of the problem, classical and heuristic based approaches to efficiently traverse
the search space, a machine learning clustering approach for handling very large
offshore development regions, and a candidate offshore substation placement
methodology that considers spatial constraints. Finally, the methodology reviews
state-of-the-art classical and heuristic optimization techniques at the collection
circuit level, with a particular focus on the integration of the medium voltage
network with the proposed high voltage network optimization.

In summary, this thesis presents a novel and comprehensive approach to offshore
wind expansion planning that addresses the challenges of integrating different
energy market models and considers the objectives of all stakeholders involved,
from private investors to regulated entities. The proposed methodology fills a
critical gap in the existing planning models and provides a valuable tool for the
effective long-term planning of offshore generation and transmission infrastruc-
ture in the North Sea, which is key for the efficient development of Europe’s
offshore wind resources and the achievement of our climate commitments.



Beknopte samenvatting

Effectieve langetermijnplanning van offshore-opwekkings- en transmissie-
infrastructuur in de Noordzee is essentieel voor de efficiënte ontwikkeling van
Europa’s offshore windenergie, een essentieel onderdeel om onze klimaatdoel-
stellingen te halen. Zowel binnen industrie als academische wereld zijn hiervoor
reeds verschillende planningsbenaderingen voorgesteld. Deze benaderingen wor-
den over het algemeen gegroepeerd in enerzijds planning voor de uitbreiding
van de opwekkingscapaciteit en anderzijds planning voor de uitbreiding van
transmissienetwerken. In de geliberaliseerde energiemarkten van Europa ligt de
verantwoordelijkheid voor de uitbreiding van de opwekking bij de particuliere in-
dustrie, terwijl gereguleerde entiteiten toezicht houden op de uitbreiding van het
transmissiesysteem. Een van de uitdagingen in deze context is de mogelijke ver-
keerde afstemming van doelstellingen tussen deze entiteiten, waarbij particuliere
investeerders prioriteit geven aan winstmaximalisatie en gereguleerde entiteiten
verantwoordelijk zijn voor het waarborgen van de betrouwbaarheid en betaal-
baarheid van de elektriciteitsvoorziening. Als zodanig kan het problematisch
zijn om zowel de planning voor de uitbereiding van de opwekkingscapaciteit als
transmissienetwerken los van elkaar te beschouwen. Veeleer is een geïntegreerde
aanpak geschikter die tegelijkertijd rekening houdt met de doelstellingen van
alle betrokken belanghebbenden. Een dergelijke modellering in de context van
offshore wind-uitbreidingsplanning ontbreekt nog en is een hoofdfocus van het
werk in dit proefschrift.

Het snelle tempo waarin netwerk- en offshore windtechnologie zich heeft ontwik-
keld maakt offshore planning nog complexer waardoor huidige planningsmodellen
geen rekening houden met deze recente ontwikkelingen. De afgelopen dertig
jaar is de capaciteit van offshore windparken exponentieel toegenomen, zijn
meerdere concessies naast elkaar uitgebouwd en zijn locaties steeds verder op
zee in gebruik genomen. Toch hebben planningsbenaderingen op de schaal
van offshore windparken de neiging zich sterk te concentreren op optimalisatie
van de topologie van het verzamelcircuit, terwijl wordt uitgegaan van een ra-
diale transmissieverbinding met de kust. Deze planningsmodellen negeren de
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mogelijkheid van een transmissiesysteemontwerp op basis van meerdere nabu-
rige concessies. De planningsmodellen voor offshore-uitbreiding op hoog niveau
hebben deze schaal ook grotendeels gemist aangezien ze zich richten op transna-
tionale netwerkuitbreiding, zoals de planning van HVDC-interconnectoren. De
kloof tussen deze twee schalen is van bijzonder belang bij het overwegen van een
geïntegreerde aanpak waarbij modellen die geschikt zijn voor optimalisatie van
het verzamelcircuit gekoppeld worden met die voor transnationale netplanning.

Dit proefschrift stelt een alomvattende planningsmethodiek voor die zich richt
op de integratie van offshore windopwekking en de onderlinge verbinding van
energiemarkten. De methodologie omvat een breed scala aan planningsni-
veaus, waaronder middenspanningsverzamelcircuits tot HVDC-interconnectoren.
Deze aanpak maakt het mogelijk om verschillende energiemarktmodellen te in-
tegreren om hun impact op offshore-opwekkings- en uitbreidingsplanning te
onderzoeken. Op het hoogste transmissiecapaciteitsniveau maakt de voorge-
stelde methodologie gebruik van een stapsgewijze, minst spijt opwekkings- en
transmissienetwerk-uitbreidingsformulering die rekening houdt met hybride
offshore-activa en marktontwerp. Op het transmissieniveau met gemiddelde
capaciteit omvat de methodologie een wiskundig raamwerk dat enerzijds de
combinatorische zoekruimte van het probleem beschrijft, alsook klassieke en
op heuristiek gebaseerde benaderingen om de zoekruimte efficiënt te doorkrui-
sen, een machine learning-clusteringsbenadering voor het omgaan met zeer
grote offshore-ontwikkelingsregio’s, en een kandidaat plaatsingsmethode voor
offshore onderstations die rekening houdt met ruimtelijke beperkingen. Ten
slotte bespreekt de methodologie state-of-the-art klassieke en heuristische op-
timalisatietechnieken op het niveau van het verzamelcircuit met bijzondere
aandacht voor de integratie van het middenspanningsnetwerk met de voorge-
stelde optimalisatie van het hoogspanningsnetwerk.

Samenvattend presenteert dit proefschrift een nieuwe en alomvattende benade-
ring van de uitbreidingsplanning van offshore windenergie die de uitdagingen
van de integratie van verschillende energiemarktmodellen aanpakt en rekening
houdt met de doelstellingen van alle betrokken belanghebbenden, van particu-
liere investeerders tot gereguleerde entiteiten. De voorgestelde methodologie
vult een kritieke leemte in de bestaande planningsmodellen en biedt een waarde-
vol instrument voor de effectieve langetermijnplanning van offshore-opwekkings-
en transmissie-infrastructuur in de Noordzee, wat essentieel is voor de efficiënte
ontwikkeling van Europa’s offshore windenergie en de verwezenlijking van onze
klimaatdoelstellingen.
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OWPP Offshore Wind Power Plant.
PCC Point of Common Coupling.
RC Route Cost.
RCC Route Capital Cost.
RES Renewable Energy Source.
RLC Route Loss Cost.
TC Terminal Cost.
TCC Terminal Capital Cost.
TLC Terminal Loss Cost.
TNEP Transmission Network Expansion Planning.
TSO Transmission System Operator.
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VOLL Value Of Lost Load.
zOBZ zonal Offshore Bidding Zone.
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Special notation:

• x : n (x located at node n).
• x : mn (x located on directed edge mn).
• x : {mn} (x located on undirected edge mn).
• Candidate and existing infrastructure are differentiated by tildes

and overlines, e.g. g̃ is a candidate and ḡ is an existing generator.
• Sub and super scripts written in italics refer to variables, while

identifiers are written in roman font.
Abr Balancing responsible optimization variables
Ate Transmission expansion optimization variables
Aj Storage developer optimization variables
Ao Transmission developer optimization variables
Aw OWPP developer optimization variables
αℓ,br Intra-zonal candidate line binary decision variable
αℓ,te Inter-zonal candidate line binary decision variable
αℓ Candidate line binary decision variable
A Set of binary strings for OWPPs
B Set of combinations of OWPPs
C Set of compliment combinations of OWPPs
E Set of k-combinations of combinations of OWPPs
H Exhaustive set of combinations of OWPPs
T b Basis set of topologies
T e k-combinations set of radial topologies
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∆θmax Maximum voltage angle difference
∆Ej,max Change in storage capacity
δIζ Converter expansion investment
δIg Generation expansion investment
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λ Market clearing price
D Database of items
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Gl High capacity grid
Gm Medium capacity grid
Gs Low capacity grid
U Social welfare
N Set of all nodes
N ac Set of all AC nodes
N dc Set of all DC nodes
Ω Set of candidate OSS locations
πs Probability of scenario s
Ψg RES generator time series
Ψu Demand time series
ρ Wind energy density
Sg Set of all generators
Sj Set of storage devices
Sℓ Set of all transmission lines
Ss Set of scenarios
St Set of hours
Su Set of demands
Sy Set of years
τ Transformer ratio
θ Voltage angle
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Chapter 1

Introduction

1.1 Context

"Code red for humanity!" - UN Secretary General Guterres, in summarizing the
sixth assessment report by the Intergovernmental Panel on Climate Change
(IPCC), released in August of 2021. Guterres followed this by outlining the
necessary actions required to decarbonize the world economy, including a
quadrupling of wind and solar generation by 2030 and a net zero economy by
2050 [1]. According to the International Renewable Energy Agency, to limit
global warming to 1.5oC, the proportion of wind and solar making up the
electricity mix will have to be around 90% by 2050. Currently, the percentage is
around 26% [2]. Furthermore, demand for electricity is growing and is projected
to more than double by 2050 [3].

Since the publication of “Climate impact of increasing atmospheric carbon
dioxide” by Hansen et al [4] over forty years ago, climate scientists and an
engaged populace have been pushing governments with ever increasing urgency
to enact meaningful CO2 emissions reduction policies in order to stem the
worst effects of climate change. Finally, in 2015, the first universal and legally
binding global climate change agreement was signed by 196 countries at the
COP21 summit in Paris, France. ‘The Paris Agreement’ commits signatories to
a nationally determined contribution aimed at stemming global greenhouse gas
emissions and limiting global temperature rise to 2oC [5].

In the EU, climate policy is evolving towards ever stricter targets in an attempt
to meet its global climate commitments. In 2009, the 20-20-20 climate and
energy package was passed, committing EU member states to a 20% reduction

1



2 INTRODUCTION

in greenhouse gas emissions relative to 1990 levels, an energy system powered by
20% Renewable Energy Sources (RESs) and a 20% increase in energy efficiency
by 2020. In 2014, the package was updated to a 40% greenhouse gas reduction
and 32% RES penetration and increased efficiency by 2030. 2019 brought the
introduction of the Green new deal aiming to make Europe the first carbon
neutral continent by 2050. At the core of the Green new deal are the fit-for-55
policy proposals that aim to reduce carbon emissions by 55% by 2030 through
a combination of increased RES, energy efficiency measures, alternative liquid
fuels and market mechanisms [3].

Achieving carbon neutrality in Europe, in no small part, means transitioning our
electrical energy infrastructure away from fossil fuels and towards RES. Recent
events, specifically the Russian invasion of Ukraine, has only compounded this
need. In response to the invasion, the EU released the REpowerEU plan, setting
even more ambitious targets for RES than those in the fit-for-55 proposals.
REpowerEU increases renewable generation targets to 45% by 2030, up from
40%, as well as expanding funding for hydrogen storage and other energy
infrastructure projects [6].

1.2 Motivation

The offshore wind industry has evolved at an incredibly rapid pace over the last
thirty years. Today’s multi gigawatt offshore wind power plants are a far cry
from the world’s first offshore wind farm commissioned off the coast of Vindeby
island, Denmark in 1991. Vindeby wind farm consisted of eleven – 54 m high,
450 kW turbines [7]. By contrast, turbines today can be over 200 m tall and
produce up to 15 MW each [8]. The world’s largest offshore wind power plant
today; Horn Sea 2, has a capacity of 1.3 GW [9].

The success of offshore wind, despite the increased difficulty of building at sea,
can be attributed, in part, to some advantages over it’s already highly successful
onshore sibling. Out to sea the wind is stronger and more reliable resulting
in higher capacity factors. Furthermore, permitting is simpler as it does not
lie in anyone’s backyard. Coupling these advantages with economies of scale
has managed to bring the Levelized Cost of Energy (LCOE) for offshore wind
down to between 60 and 112 €/MWh making it a highly competitive electricity
generating source [10]. In fact, according to [11] the era of subsidy-free offshore
wind in markets such as the UK, Germany and the Netherlands is already upon
us.

Europe has led the way in offshore wind development. Currently 28.4 GW of
the world’s 56 GW of offshore wind installations lie in European waters [12, 13].
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Until 2021 the UK had held the record of most installed capacity at 13.6 GW. As
of 2022 however, China has claimed the top spot after an astounding 17 GW of
new installations in 2021. The total installed capacity in China is now rivalling
that of the entire EU at 24.8 GW [13]. Indeed, by the end of 2022 it seems
Europe will have lost it’s top spot in terms of installed capacity to China. But
Europe has ambitious climate goals and if the targets of the Green new deal
can be met, it may once again claim this title by the end of the decade [13].

According to the Green new deal, a carbon free energy system will require 240
to 450 GW of offshore wind by 2050. The largest concentration, 212 GW, is
expected to be built within the North Sea. The North Sea’s geography, in the
heart of Europe, surrounded by Belgium, the Netherlands, Germany, Denmark,
Norway, France and the UK, make it not only an excellent candidate for large
concentrations of offshore wind but also for increasing the interconnectedness
of the European energy system and the integration of energy markets. In
fact, pairing stochastic RES with increased cross border connections is natural.
Geographically linking disparate regions contributes to less volatility in terms of
both generation and load profiles. This relationship is demonstrated in Fig. 1.1
where the combined solar and offshore wind generation from the UK, Belgium
and Denmark are shown.
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Figure 1.1: Anti-correlation between solar and wind RES from the UK, Belgium
and Denmark combined [14].
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The anti-correlation between different sources of renewable generation demon-
strates that decarbonizing the energy system is not only a case of replacing
carbon generating sources with carbon free RESs but also a case of re-enforcing
and expanding the current transmission network. The required expansions
are by no means small either. Considering just the North Sea and an even-
tual 212 GW of offshore wind, we will need to build over 100 connections of
2 GW each. There is growing consensus that an offshore grid of such a scale
would need to be a meshed High Voltage Direct Current (HVDC) grid [15–18].
Not simply from a transmission capacity perspective but also from a technical
perspective as many issues raised by a high penetration of renewables can be
mitigated by HVDC grids [19]. The results from this thesis, too, support the
conclusion that HVDC is an indispensable technology in our quest to expand
renewable generation.

Luckily, recent advancements in HVDC technology, such as voltage source
converters and DC protection devices have transitioned a meshed HVDC grid
from a technology of the near future to a technology of the now [20]. In fact, a
four-terminal HVDC grid has already been demonstrated in Zhangbei China [21].
Europe too, has made steps in this direction. Many point to point HVDC
connections exist and new projects such as the proposed 6 GW windpower
booster in Germany show development is moving in this direction [22].

To summarize the state of play, to achieve the desired climate targets we have
established that we need a rapid expansion of Offshore Wind Power Plants
(OWPPs) coupled with the reinforcement and expansion of the transmission
network. And in light of recent technological advancements, the best choice
of transmission technology is a meshed HVDC network. But how does one
effectively take on such a massive undertaking? A basic requirement is high
quality tools for offshore planning. Such tools are essential in the development
of a road map such as the European Network of Transmission System Operators
for Electricity (ENTSO-E)’s Ten Year Network Development Plan (TYNDP).
Every two years a new TYNDP is released identifying key infrastructure projects
for development. Releasing an updated development plan every two years is no
accident as current planning methods are known to be lacking and the ability
to incorporate more refined methods and tools is necessary and anticipated.

The TYNDP for 2022 is currently under public consultation and the official
release will be in 2023 [23]. Fig. 1.2 shows a map of planned transmission and
storage projects. Of the 141 transmission projects, 52 are offshore and include
interconnectors, Hybrid Offshore Assets (HOAs) and OWPP connections. In the
context of generation expansion needs, ENTSO-E estimates the total installed
onshore and offshore wind, and solar power generation capacity under different
future scenarios as shown in Table 1.1. We can observe a wide range of projected
capacities are specified. This is an effect of the different modelling scenarios.
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(a) Transmission projects. (b) Storage projects.

Figure 1.2: Transmission and storage projects from TYNDP 2022. If only on
area is displayed the transmission route of the project is still unknown. Blue
is under consideration, red is planned but not yet in permitting, yellow is in
permitting, green is under construction [23].

Table 1.1: Projected RES generation by type in GW for the EU27 [23].

Type 2030 2040 2050
Onshore wind 250–400 350–600 600–800
Offshore wind 90–100 150–300 250–350

Solar 350–660 500–1350 1050–2150

As such, an offshore planning methodology able to consider different future
scenarios is essential and must be incorporated in the future.

Despite the many existing and planned projects for RES expansions, we are still
a long way from meeting our climate commitments and our concrete plans lag
well behind our vision of where need to be. For example, scenarios put forward
within the TYNDP estimate the demand for hydrogen in the EU will be between
426 and 1063 TWh by 2040. Yet none of the 23 currently planned storage
projects involve hydrogen [23]. It is estimated that investments in electrical
infrastructure of one trillion USD annually, every year, till 2050 will be needed
to meet net zero [2,3]. Such an enormous sum will only grow if proper planning
is not executed in a timely manner. To ensure Europe invests in the correct
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generation and transmission infrastructure at the right time, it is essential we
continue to develop and refine advanced long term planning and optimization
tools, providing decision makers with the best data and evidence available to
effectively and efficiently plan for Europe’s carbon free energy future.

1.3 Scope

1.3.1 Basic definitions
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Figure 1.3: Basic definitions of common terms used for describing offshore
infrastructure.

The following definitions visualized in Fig. 1.3 are used throughout the thesis:

• Collection circuit: the collection circuit is the offshore electrical network
that gathers the energy generated at the wind turbines within an OWPP
and connects it to the greater transmission network as a whole. The
collection circuit can be integrated with the transmission system through
an OSS or directly to the PCC. Typically, collection circuits operate at
voltage levels of 33 and 66 kV, with modern OWPPs utilizing the higher
66 kV level. As next-generation turbines are introduced, it is likely that
OWPPs will transition to even higher voltage levels, such as 132 kV.

• HOA (Hybrid Offshore Asset): A multi-functional piece of offshore
infrastructure that combines two or more traditionally independent assets
such as storage, inter-connectors and OWPPs into a single hybrid asset.
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• OSS (Offshore Sub Station): OSS is a term used to describe any
substation located offshore, regardless of its size or functionality. An OSS
may serve various functions, ranging from a simple collection platform to
a more complex "energy island". In most cases, an OSS is constructed
to facilitate a transition between different transmission technologies or
voltage levels, such as from medium voltage to high voltage alternating
current or from alternating current to direct current transmission.

• OWPP (Offshore Wind Power Plant): An OWPP is a collection of
two or more offshore wind turbines, connected via a collection circuit and
operated by a single entity. It is important to note that, in this context,
an OWPP does not necessarily include an OSS, which, instead is lumped
in with the offshore transmission network. In this text the terms "offshore
wind farm" and "OWPP" are used interchangeably. The term "OWPP
concession" refers specifically to the surface area that contains the OWPP.

• PCC (Point of Common Coupling): A PCC refers to a substation
located onshore that serves as a transition point between the offshore and
onshore power networks.

• Transmission network: The offshore transmission network encompasses
all electrical infrastructure up to the PCC that forms both the HVAC
and HVDC networks. This includes OSSs but excludes OWPPs and
collection circuits. As part of the transmission network, the term “export
cable” is used to refer to an offshore transmission cable with a single point
connected to a PCC. While the term “feeder” is used to refer to an offshore
transmission cable with at least one end connected directly to an OWPP
via an OSS. The term “inter-connector” is an offshore transmission cable
where the ends terminate in different market zones.

• Turbines: An offshore wind turbine is a large-scale device used to con-
vert wind energy to electrical energy. Typically, an offshore wind turbine
consists of a tower, blades, nacelle, and other components mounted on ei-
ther a fixed or floating foundation. At the time of writing, the highest
capacity offshore wind turbines in existence have a capacity of approxi-
mately 15 MW. In the near future, however, it is expected that turbines
with capacities as high as 20 MW or more will become available.

• Wind development region: A wind development region refers to an
area offshore reserved for the development of one or more OWPPs.

Throughout the thesis, different stakeholders related to offshore development
are discussed and are defined as follows:
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• Wind farm developer: A wind farm developer is an individual or
a company that specializes in the planning, design, construction, and
operation of wind energy projects. In the context of this thesis it is
considered an agent with the objective of profit maximization by developing
offshore wind energy.

• Storage developer: A storage developer is an individual or a company
that specializes in the planning, design, construction, and operation of
energy storage systems. In the context of this thesis it is considered an
agent with the objective of profit maximization by developing energy
storage system.

• Offshore transmission system developer: An offshore transmission
system developer is a regulated entity that specializes in the planning,
design, construction, and operation of transmission systems. In the
context of this thesis it is considered an agent with the objective of social
welfare maximization through the development of the offshore transmission
system.

1.3.2 Context

As the importance of an effective energy transition is high, there are several
research projects focused on the development of tools for offshore wind and
its enabling technologies that have been funded by the European Commission.
These include PROMOTioN [24], MEDOW [25], FlexPlan [26] and InnoDC [27].
This work has been performed in the context of work package 1: “Components
of DC grids and wind farms” of the InnoDC project and work package 1:
“Optimization models for modular design of hybrid offshore assets” of the
Cordoba project. These work packages focused on the development of long term
planning and optimization tools for offshore wind farms and HVDC grids.1

1.3.3 Research questions

The overall objective (OG) of the thesis can be summarized as:

• OG: developing a holistic, step-wise, multi-period, expansion planning
methodology and tool set that considers the uncertainty of long term

1This work has received funding from the European Union’s Horizon2020 research and
innovation program under the Marie Sklodowska-Curie grant agreement no. 765585 for
the InnoDC project as well as the Cordoba project [28] funded by Flander’s Innovation
Entrepreneurship (VLAIO) in the framework of the spearhead cluster for blue growth in
Flanders (Blue Cluster) – Grant number HBC.2020.2722.
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planning for offshore wind farms and transmission networks. This overall
objective is illustrated in Fig. 1.4. As the optimization of the MVAC
collection circuit has been the subject of significant interest in previous
literature. This thesis primarily aims to develop strategies for levels 1 and
2 of the network, and to consolidate these distinct issues into a unified
framework.

Figure 1.4: Illustration of the over arching framework for multi-level, step-wise
planning of offshore transmission and generation expansion.

The overall objective is divided into individual thesis objectives that are in line
with the technical goals of the project work packages and are defined as:

• Holistic long term expansion planning:

– O1: Provide a comprehensive summary of the current state of the
art in relation to offshore generation and transmission expansion
planning models.
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– O2: Propose a general methodology for generation and expansion
planning considering collection circuits, intra-national and trans-
national networks.

• Wind farm transmission networks:

– O3: Develop models for the various technological options (HVAC,
HVDC, etc.) available for connecting OWPPs to shore considering
reliability of transmission components and turn them into a plan-
ning tool for techno-economically optimizing radial wind farm grid
connections.

• Offshore High Voltage Alternating Current (HVAC) transmission networks
considering multiple wind farms:

– O4: Develop an approach for green field transmission network expan-
sion of offshore wind development regions. The choice of technology,
the number and location of Offshore Substations (OSSs), the re-
quired location and capacity of transmission infrastructure and the
topological layout of the network should be specified.

– O5: Develop decomposition or size reduction strategies that can be
employed in the case of large intractable systems.

– O6: Develop methods of addressing the highly non-linear physical
constraints associated with marine spatial planning and hydrography.

• Offshore HVDC grids and energy markets:

– O7: Develop a planning tool for modular, step-wise design of trans-
national generation and transmission expansion planning under un-
certainty.

– O8: Develop a methodology for analyzing different energy market
models in the context of expansion planning.

Research objectives one through nine are addressed in chapters three through
seven and Appendices A and B.

1.4 Contributions

The contributions of the thesis, as with the objectives can be sub-divided into
three major categories:

• Holistic long term expansion planning:
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– Cn1: A general framework for linking high-level Generation And
Transmission Expansion (GATE) planning with the lower-level local-
ized planning models for OWPP collection and transmission systems.
This framework fills a gap within the literature between large scale
expansion planning models that consider lumped localized grids and
the small scale planning tools geared at individual OWPPs.

• Offshore HVAC transmission networks considering multiple wind farms:

– Cn2: A novel mathematical description of the combinatorial search
space of large regions consisting of multiple OWPPs. A greedy
search algorithm for determining the optimal number and location
of OSSs, transmission topology and infrastructure sizing for large
regions consisting of multiple OWPPs (J1).

– Cn3: A novel approach to search space reduction of very large
offshore wind regions through the application of the supervised
machine learning approach of association rule mining to clusters of
OWPP concessions by eliminating unlikely interconnections (J2).

– Cn4: An algorithm for determining candidate OSS locations when
considering bathymetry, restricted zones and optimal cable routing
(C4).

• Offshore HVDC grids and energy markets:

– Cn5: A methodology/tool for offshore GATE planning considering
HOAs. This is in the form of a stochastic mixed integer, multi-period,
linear program (J3).

– Cn6: A methodology/tool for comparing market structures (zonal
and nodal) within a GATE planning problem. This is in the form of
a multi-level extension to the GATE formulation (J3).

1.5 Publications

1.5.1 Publications included in the thesis

Peer reviewed journals

• J1: Stephen Hardy, Hakan Ergun, Dirk Van Hertem, “A Greedy
Algorithm for Optimizing Offshore Wind Transmission Topologies,” IEEE
Transactions On Power Systems - November 2021.
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• J2: Stephen Hardy, Hakan Ergun, Dirk Van Hertem, “Application
of Association Rule Mining in Offshore HVAC Transmission Topology
Optimization,” Journal Electric Power Systems Research - July 2022.

• J3: Stephen Hardy, Hakan Ergun, Dirk Van Hertem, “Generation and
transmission expansion planning under Zonal and Nodal market mecha-
nisms,” IEEE Transactions on Energy Markets, Policy and Regulation. –
under review.

International conferences

• C1: Stephen Hardy, Hakan Ergun, Dirk Van Hertem, Stijn Hendrix,
Kristof Van Brusselen, “Techno-Economic Analysis of HVAC, HVDC and
OFAC Offshore Wind Power Connections.” 2019 IEEE Milan PowerTech.

• C2: Stephen Hardy, Hakan Ergun, Dirk Van Hertem, “A Techno-
Economic Analysis of meshed Topologies of Offshore Wind HVAC Trans-
mission.” 2021 IEEE Madrid PowerTech.

• C3: Stephen Hardy, Hakan Ergun, Dirk Van Hertem, “Application
of Association Rule Mining in Offshore HVAC Transmission Topology
Optimization” PSCC 2022 Porto, Portugal.

• C4: Stephen Hardy, Hakan Ergun, Dirk Van Hertem, “A Methodol-
ogy for Offshore Transmission System Optimization Considering Spatial
Constraints,” 2023 IEEE Belgrade PowerTech – under review.

1.5.2 Publications not included in the thesis

Peer reviewed journals

• J4: Chandra Kant Jat, Stephen Hardy, Jay Kumar Dave, Hakan
Ergun, Dirk Van Hertem, “Cost Effectiveness of a Multi-Terminal HVDC
Demonstration Grid in the North Sea: Off-shore Bidding Zone Strategy
For Wind Generators,” Applied Energy – under review.

International conferences

• C5: Stephen Hardy, Hakan Ergun, Dirk Van Hertem, Kristof Van
Brusselen, “A Techno-Economic MILP Optimization of Multiple Offshore
Wind Concessions.” 2nd International Conference on Large-Scale Grid
Integration of Renewable Energy in India.
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The relationship between thesis chapters, the objectives, thesis contributions
and scientific publications is summarized in Table 1.2.

Table 1.2: Relationship between thesis chapters, research objectives, thesis
contributions and scientific publications.

Chapters Objectives Contributions Publications
Ch2 O1 - -
Ch3 O2 Cn1 -
Ch4 O4 Cn2 J1
Ch5 O5 Cn3 J2
Ch6 O6 Cn4 C4
Ch7 O7 Cn5 J3
Ch7 O8 Cn6 J3

Appendix A/B O3 - C1, C2
O: objective, Cn: contribution, C: conference paper, J: journal paper

1.6 Thesis structure

The thesis structure is summarized in Fig. 1.5. In chapter 2 the necessary
background for the reader to understand the remaining chapters is presented.
It introduces the general field of long term planning and optimization before
going into detail on the specific topic of expansion planning. A thorough review
of the state of the art in the topic is provided.

In chapter 3, the overall methodology proposed for long term planning and
optimization of offshore wind farms and transmission networks is presented. As
can be seen in Fig. 1.5, the chapter leads into the work performed in chapters 4
through 7, allowing a brief introduction of each of the topics covered and how
they interact with each other in a holistic planning approach.

In chapter 4, HVAC transmission network planning when considering devel-
opment zones consisting of multiple neighbouring OWPPs is discussed. A
mathematical model describing the combinatorial search space is presented.
This is followed by the description of a greedy algorithm for efficiently searching
the space for the optimal radial transmission topology.

In chapter 5, modelling large problem sizes is addressed. A hybrid search
algorithm that combines greedy search with a method of search space reduction
based on the machine learning method of association rule mining is presented,
bring previously intractable problem sizes into the feasible space.
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Chapter 1
Introduction

Chapter 2
Background/State of the art

Chapter 3
Structure of proposed offshore wind expansion planning methodology

Chapter 4
HVAC transmission considering

multiple OWPPs

Chapter 7
Generation and transmission
expansion planning in nodal
and zonal market structures

Chapter 5
HVAC transmission planning of
very large offshore developments

Chapter 6
HVAC transmission planning
considering spatial constraints

Chapter 8
Conclusions and future work
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Figure 1.5: Thesis structure

In chapter 6, the proposed optimization method is extended to deal with the
highly non-linear but binding physical constraints of marine spatial planning
and bathymetry. A candidate OSS locating algorithm is presented as well as a
Mixed Integer Program (MIP) that extends the planning approach to include
multiple candidate onshore connection points.

In chapter 7, a multi-period, step-wise, stochastic-scenario based mixed inte-
ger GATE planning model is developed. The planning model considers the
possibility of HOAs, finding the optimal capacity and layout of transmission in-
frastructure, storage and OWPPs. The possibility of both HVAC and HVDC
transmission is considered. Additionally, expansion planning is performed un-
der different energy market structures, allowing for a comparison between nodal
and zonal markets such as home market designs and offshore bidding zones.
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In chapter 8, the main conclusions of the work are summarized and suggestions
for future work on offshore wind expansion planning are presented.

In Appendices A/B a review of various technologies available for connecting
OWPPs to the grid is provided. A techno-economic model is derived, which
is used in part or in whole within chapters 4 through 7. The economic model
is useful for understanding how quantities such as reliability are accounted
for within the proposed methodology. A solution space describing the optimal
choice of technology and voltage level given an OWPP capacity and transmission
distance is presented. In appendix A, only radial connections for single OWPPs
are discussed, while in appendix B, the benefits of making meshed connections
between neighbouring OWPPs is investigated. A range as a function of relative
location and capacity of the OWPPs is derived and discussed.



Chapter 2

Power system expansion
planning

2.1 Introduction

Long term planning and optimization in power systems are highly related
disciplines. When planning the long term development of a power system it is
useful to study what an optimal (or highly optimized) power system looks like.
One can then take educated decisions to steer the development of the existing
power system towards a network that meets future needs efficiently.

When one approaches planning with this perspective, an optimization model
is an essential tool that guides the decision making process. Power system
expansion planning models are optimization models that focus on the following
investment decisions in relation to the power system:

• What expansions or refurbishments of the transmission network are re-
quired and when should they be completed?

• What additional generation is required, where should it be located and
when should it be built?

These questions are motivated by an evolving power system, e.g. aging infras-
tructure, increasing demand or the construction of new RESs far away from
load centres or traditional centralized generating facilities.

16
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The Offshore Wind Expansion Planning (OW-EP) problem is a special case
of the general expansion planning problem that focuses specifically on wind
generation and transmission network expansion offshore. The problem can be
broken down into macro siting of OWPPs, micro-siting of turbines and electrical
topology optimization. Micro siting refers to the placement of individual turbines
and macro siting is the determination of the outer boundary within which the
turbines are placed. This work focuses on electrical topology optimization.
Macro siting of OWPPs is not explicitly investigated, however, some insight is
provided. Micro siting is not considered.

The objective of the problem is to identify the optimal offshore topological
configuration of power system infrastructure that meets current and future
power system requirements with the highest net benefits. The solution space
specifies locational information, build schedule and the technical specifications
of infrastructure including the following:

• Number, capacity and location of OWPPs.

• Voltage level and frequency of the collection circuit and transmission
system (alternating current or direct current).

• Number, capacity and location of OSSs and Point of Common Couplings
(PCCs).

• Type, rating and location of all cables, converters, transformers, switch-
gear and compensation equipment.

• Topology of the collection circuit including groupings of wind turbines
and connections to and within the OSSs.

• Topology of the transmission system including connections among OSSs,
with the PCCs and interconnectors.

2.2 Solution methods

In this text the term solution method is used to refer to a broad category of
algorithms, e.g. meta-heuristics or mathematical optimization, while formulation
refers to a specific implementation for a specific application of a solution method.
Solution methods are therefore a general tool box which can be drawn upon
in order to solve a wide range of problems in power systems including that
of expansion planning. As power systems are highly complex however, no
single solution method is suited to the wide range of problems encountered. As
such, a range of solution methods exist, and it is the challenge of the designer
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to understand when one method is more appropriate than another. Solution
methods can be broadly sorted into six categories:

1. Brute force optimization

2. Heuristic optimization (e.g. Dijkstra’s algorithm, Greedy algorithm, A*
algorithm, etc.)

3. Meta-heuristics optimization (e.g. genetic algorithm, particle swarm
optimization, Monte Carlo search, etc.)

4. Machine learning optimization (Supervised/unsupervised learning, neural
networks, etc.)

5. Mathematical optimization (Non linear programming, convex optimization,
mixed integer linear program, etc.)

6. Hybrid approaches (two or more combinations of any of the above)

Brute force optimization involves calculating every possibility within a defined
search space and selecting the best one. A brute force approach has the
advantage of guaranteeing global optimality but the disadvantage of poor scale-
ability. Brute force optimization should only be considered when the number
of options, e.g. decision variables, is small. An example of where brute force
optimization may be used in power systems is in the sizing of an export cable
by comparing the cost of all available export cables. As the number of possible
cable sizes is quite small a brute force approach is likely the easiest method.
Brute force optimization is applied in this thesis within appendix A.

Heuristic optimization involves the application of purpose built rules (an al-
gorithm) to traverse a search space towards an optimized solution. Heuristics
in general do not guarantee a globally optimal solution, however, if specific
conditions can be met a global solution can be obtained. Examples of heuris-
tics that provide globally optimal solutions are a greedy search satisfying the
"greedy stays ahead principle” or the A* algorithm with an admissible distance
heuristic [29]. The major advantage of heuristic optimization is its speed and
scalability as it exhibits polynomial time execution [30].

Heuristics are used throughout power system optimization, often without even
being recognized as such. For example, we may choose to size a transmission
line within a transmission expansion study by providing three candidate lines
as options. One line with an ampacity at the expected power flow and then one
at 90 % and the other at 110 % of expected power flow. We are employing an
“educated guess” to limit the search space and reduce the number of required
transmission lines being analyzed. Under the right conditions this could be
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a valid assumption, however, we must recognize that unless the underlying
heuristic can be proven optimal, any certificate of global optimality obtained
is no longer valid for the entire search space but rather a reduced one. For
practical engineering problems such as transmission planning, the complexity
requires that all globally optimal approaches be built upon a foundation of
simplifying heuristics (assumptions) such as this. As such, it is important to
understand that a globally optimal solution to a mathematically defined search
space may not be the global optimal for the physical problem that is being
approximated. Heuristic optimization is applied in this thesis within chapter 4.

Meta-heuristics provide a flexible and reusable structure, usually in algorithmic
form, to heuristically optimize a problem. As in the case of simple heuristics
there is no guarantee of global optimality. One of the most widely used meta-
heuristics in power system planning is the Genetic Algorithm (GA) [30,31] which
is an algorithm based on the science of evolution whereby parent populations are
crossed with each other to form new generations of offspring. Random mutations
are also occasionally introduced. The new generations are tested for fitness and
then only the strongest members are permitted to reproduce and create the next
generation. Over the course of many generations, a set of attributes emerge
as the defining characteristics of the fittest individual(s). These attributes
are the set of heuristics the meta-heuristic has discovered. When applying
meta-heuristics it is important to find the right balance between deterministic
and stochastic behaviour in order to converge within a reasonable time without
getting easily stuck in a local minima. A representative implementation of
meta-heuristic optimization in relation to power systems can be found in [32].

Machine learning uses data sets to train computers how to recognize patterns
that can be used for classification or prediction. There are two major categories
of machine learning, supervised and unsupervised learning. Supervised learning
uses labelled data, unsupervised learning does not. Machine learning algorithms,
like meta-heuristics, provide a method of finding a set of rules that can be used
to improve on an objective. Some machine learning approaches, such as the
highly popular neural networks, can have the drawback of being opaque “black
boxes” that provide solutions based on inputs with little to no insight in regard
to internal operations. In light of the aforementioned limitation, there has been
an increase in interest in physics-informed neural network models, as evidenced
by research such as that presented in [33]. These models leverage information
obtained from the governing equations to train a neural network. However,
as with any neural network, overfitting to the data is a potential concern. To
address this challenge, techniques such as cross-validation or regularization [34]
can be employed. As with heuristics and meta-heuristics, there is no guarantee
of global optimality provided by machine learning models [35].
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Machine learning is data driven and so its application to power systems nat-
urally occurs in areas rich with data. Renewable generation is one such area.
Wind generation for example is often represented by a lengthy time series. Com-
putationally, it can be impractical to use the entire time series however, and so
a reduced representative set is desirable. Machine learning clustering algorithms
such as K-means or K-mediods are well suited to this task [36]. Clustering is by
no means the only application. Machine learning applied to power system opti-
mization is among the most active branches of research in the field with new
applications being discovered all the time [37]. Machine learning optimization
is applied in this thesis within chapter 5.

Mathematical optimization, also called mathematical programming, is a branch
of applied mathematics dedicated to the identification of an optimal element
within a specified space of alternatives with respect to pre-defined criteria. Sub-
branches of mathematical optimization are defined based on characteristics of the
problem under investigation, e.g. Mixed Integer Linear Programming (MILP),
convex optimization, Mixed Integer Quadratic Programming (MIQP) and Mixed
Integer Non-Linear Programming (MINLP). Mathematical optimization has the
advantage of providing a transparent formulation, one that under well defined
conditions, can guarantee global optimality. Even in the absence of global
optimality, upper and lower bounds can be obtained providing a measure of
the solution quality. The main drawbacks are a lack of flexibility within the
structure and the need for an external solver. Some popular solver algorithms
for mathematical optimization are listed in Table 2.1. The application of

Table 2.1: Popular solvers for mathematical programs [38].

Problem type Solver algorithm
linear program Interior point method, Simplex method

MIP/MIQP Branch and cut, Branch and bound
MINLP Reduced gradient method

mathematical optimization in power systems is widespread. Examples include
optimal power flow, expansion planning, energy market modelling and system
restoration to name just a few [39,40]. Mathematical optimization is applied in
this thesis within chapter 7.

Finally, a hybrid solution method can be used. Hybrid optimization combines
two or more of the previously discussed methods. Arguably for practical prob-
lems this is the only feasible approach as even in the most detailed formulations
heuristics in the form of simplifying assumptions will be combined with another
approach. Hybrid optimization is applied throughout this thesis with a particu-
larly representative example found within chapter 6. In Table 2.2 a summary
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of the most important considerations when deciding on a solution method to a
particular problem is provided.

Table 2.2: Comparison of solution approaches.

Method Pros Cons

Heuristics
- Polynomial time execution.
- No external solver required.
- Provides a feasible initial
solution or primal bound.

- Mostly finds local minima.
- Is purpose built for each
application.

Meta-
heuristics

- Flexible and reusable
modelling structure.
- No external solver required.
- Provides a feasible initial
solution or primal bound.

- Convergence is not
guaranteed.
- Computation times
are uncertain.
- No measurement of
the solution quality.

Machine
learning

- Easily clusters and classifies
data.
- Results improve over time.
- Flexible and reusable
modelling structure.

- Training may require large
amounts of data and time.
- Solutions can be difficult
to interpret.
- Overfitting is possible.

Mathe-
matical
optimization

- Upper and lower bound on
solution.
- Transparent formulations.
- New constraints are easily
added.

Requires an external solver.
- Strict modelling structure.
- Computation time is hard
to predict.

2.3 Basic expansion planning formulation

All of the solution methods presented in the previous section can and have been
turned into specific formulations to solve expansion planning problems. Some
examples of heuristic formulations are [41, 42]. In this regard, chapter 4 of this
thesis develops a heuristic approach to offshore transmission system planning
when considering multiple neighboring OWPPs. As for meta-heuristics, using a
GA as in [43] is the most common, but an array of other algorithms such as
simulated annealing [44], particle swarm [45] or tabu search [46] to name just a
few have been used. Approaches involving machine learning are comparatively
new and less common [47]. This may be primarily due to a lack of appropriate
data sets needed for training models. In section 5.2 an alternative approach
that relies on synthetic data sets is proposed as part of this thesis. In what
follows, however, the primary focus will be on mathematical formulations as
these are the most transparent and therefore most important for understanding.
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2.3.1 Mathematical formulation

In mathematical optimization the expansion planning problem is formulated
into an objective function, for example the maximization of social welfare or
minimization of cost etc., and a set of constraints describing the search space
within which the solution is contained. Constraints are equalities or inequalities
that describe physical or technical limitations, financial considerations or reg-
ulatory requirements among other things. The general form of the expansion
planning problem can be written as:

min
x

f(x) (2.1)

subject to

gi(x) = 0, i = 1, ..., m (2.1a)

hi(x) ≤ 0, i = 1, ..., n (2.1b)

The objective is to find the values of the set of decision variables x = (x1, ..., xl)
that minimizes (2.1) subject to equality constraints (2.1a) and inequality con-
straints (2.1b). The characteristics of the formulation, e.g. convexity, non-
linearities, continuous or binary decisions etc., determine what solution al-
gorithm is appropriate for the problem. A non exhaustive list of solution
algorithms used in expansion planning include linear programs [48], non-linear
programs [49], mixed integer programs [50], stochastic programs [51] and dy-
namic programs [52].

The first application of mathematical optimization to expansion planning is
attributed to a 1970 paper by Garver et. al. [48] in which a linear program
was used to solve the Transmission Network Expansion Planning (TNEP)
problem. Since this time, much research has been devoted to developing solution
approaches based on mathematical programming. Problem formulations for
expansion planning can generally be grouped into three categories:

• The Transmission Network Expansion Planning (TNEP) problem,

• The Generation Expansion Planning (GEP) problem,

• The Generation And Transmission Expansion Planning (GATE) problem.

In the first two formulations, the questions of transmission and generation
expansion are treated independently of one another. In the third formulation,
transmission and generation expansion planning are done simultaneously.
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Naturally, decisions regarding network and generation investments are highly
inter-related, however, considering simultaneous expansion is computationally
expensive and so opting for separate TNEP and GEP formulations versus a
GATE formulation may at times be done out of necessity. Beyond computational
practicalities, however, the utility of a particular modelling formulation may
also be dependent on the particular entity that is making the decision and
what the ultimate objective is for the investment. Transmission and generation
investments are performed within the context of a regulation and a local energy
market. The regulatory framework defines the division of authority in terms of
ability to make investment decisions.

In a liberalized energy market such as Europe or North America, the decision
making authority is typically split between a centrally regulated entity for the
transmission network and the private sector for generation. This is due to
inherently monopolistic characteristics of a transmission network. The cost
of infrastructure is high, access is sought by all and duplicate, competing
infrastructure is undesirable.

Objective function

In the EU, Transmission System Operators (TSOs) are tasked with maintaining
and expanding their respective national transmission networks. The objective
of TSOs when expanding the transmission network is the maximization of social
welfare. On the other hand, generation expansion is done by private industry,
where generation investment decisions are based on profit maximization. These
objectives can at times be conflicting or market incentives may be improperly
aligned. As such, a third independent entity, the national regulators, have
the dual mandate of ensuring market incentives for expansion plans of both
transmission and generation infrastructure align with the objective of maximizing
societal social welfare [39,53].

Considering the above, the details of the objective can be somewhat case
dependant, however, we can still say that in general, the objective is to maximize
benefits and minimize costs over the lifetime of the system. An example objective
could therefore be:

min
x

(Ctotal −Btotal) (2.2)

where total costs (Ctotal) are defined as the sum of Capital Expenditures
(CAPEX) (Ccpx), maintenance (Cmnt), losses (Closs) and Expected Energy Not
Transmitted (EENT) (Ceent) due to unavailability as in:

Ctotal = Ccpx +
life∑
i=1

(
Closs

i + Cmnt
i + Ceent

i

)
(2.3)
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and total benefits (Btotal) are defined as the sum of generator profits (Bgens),
gross consumer surplus (Bgcs) and congestion rent (Brent) as in:

Btotal =
life∑
i=1

(
Bgens

i + Bgcs
i + Brent

i

)
. (2.4)

Constraints

Power Flow constraints

In a mathematical formulation of expansion planning, the search space is
defined by a set of constraints. While certain constraints may be case specific,
constraints describing the physics of the system are not, i.e. system power flow
must satisfy Kirchhoff’s laws. The power flow constraints as well as some typical
technical constraints of the system are discussed below. For simplicity, static
constraints (considering only a single time step), are presented.

We consider a transmission network T consisting of nodes (buses) N and edges
E ⊆ N ×N . A set of existing (Sℓ) and candidate (S̃ℓ) transmission lines connect
nodes of the network. Sets of existing generators (Sg), candidate generators (S̃g)
and loads (Sd) are located at nodes throughout the network. We describe the
active and reactive power flows through the transmission lines of the network
by the power flow equations. The bus injection formulation of the power flow
equations are:

Pl:mn = |Um|2gl:{mn} − |Um||Un|(gl:{mn} cos(θm − θn) + bl:{mn} sin(θm − θn)),
(2.5a)

Ql:mn = |Um||Un|(bl:{mn} cos(θm − θn) + gl:{mn} sin(θm − θn))− |Um|2bl:{mn},
(2.5b)

∀l ∈ Sℓ:{mn},∀(mn) ∈ E .

Where Pl:mn and Ql:mn are the AC active and reactive power flowing on existing
transmission lines l ∈ Sℓ:{mn} from node m to n. |Um| and θm are the voltage
magnitude and phase angle at node m. bl:{mn} and gl:{mn} are the susceptance
and conductance of line l between m and n respectively. In the case of the
candidate lines l ∈ S̃ℓ, (2.5) must be adapted by multiplying each sub-equation
by a binary decision variable (α) for the candidate line as in:
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P̃l:mn = αl:{mn} · Pl:mn, (2.6a)

Q̃l:mn = αl:{mn} ·Ql:mn, (2.6b)

∀l ∈ Sℓ̃:{mn},∀(mn) ∈ E , αl:{mn} ∈ {0, 1}.

The second physical law that must be satisfied is Kirchhoff’s current law.
Kirchhoff’s current law states that the sum of current into a node must be equal
to the sum of current exiting the same node. In expansion planning formulations
this is expressed as the following nodal power balance constraint:∑

g∈Sg:m

Pg +
∑

g̃∈S̃g:m

Pg̃ −
∑

d∈Sd:m

Pd =
∑

l ∈ Sℓ:{mn},
n ∈ Nm

Pl:mn +
∑

l̃ ∈ Sℓ̃:{mn},

n ∈ Nm

Pl̃:mn

(2.7a)∑
g∈Sg:m

Qg +
∑

g̃∈S̃g:m

Qg̃ −
∑

d∈Sd:m

Qd =
∑

l ∈ Sℓ:{mn},
n ∈ Nm

Ql:mn +
∑

l̃ ∈ Sℓ̃:{mn},

n ∈ Nm

Ql̃:mn

(2.7b)

∀m ∈ N , where Nm = {n ∈ N : mn ∈ E}

The equation requires that at each node m, the balance between generation
(existing and candidate) and demand shown on the left hand side equals the
sum of complex power flowing in and out of the node on transmission lines
shown on the right hand side. In the continuous version of the problem (no
binary variables), the dual variables (λp

m, λq
m) of (2.7) are the so called shadow

prices. They represent the localized marginal price of supplying one additional
unit of real or reactive power to the node. In market models λp

m is typically
taken as the nodal clearing price.

Technical constraints

Additional network constraints that must be considered are listed in (2.8). (2.8a)
restricts the nodal voltage magnitude to an acceptable range. In a typical power
system this is between 90% and 110% of nominal voltage. (2.8b), (2.8c), (2.8d)
and (2.8e) ensure that existing and candidate generators remain within safe
operating limits for both real and reactive power. (2.8f) and (2.8g) restrict
candidate generation expansion to an upper limit.
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In this formulation candidate generation is modelled as a continuous variable.
In more advanced formulations, discrete decisions regarding generation may be
required for modelling characteristics related to unit commitment e.g. ramping
rates, minimum and maximum up and down times, minimum stable operating
points, etc. [40]. (2.8h) and (2.8i) ensure that existing and candidate lines
remain within safe operating limits for both real and reactive power. (2.8j)
and (2.8k) ensure the divergence of nodal voltage angles does not exceed safe
operational limits for pairs of nodes connected via existing and candidate lines
respectively. Under normal operation this is less than 10-15o. It is common
practise to set θmax, and θmin to +/− π [39]. The last constraint (2.8l) defines
a reference angle to guarantee a unique solution.

|Umin
m | ≤ |Um| ≤ |Umax

m | ∀m ∈ N (2.8a)

0 ≤ Pg ≤ P max
g ∀g ∈ Sg (2.8b)

−Qmax
g ≤ Qg ≤ Qmax

g ∀g ∈ Sg (2.8c)

0 ≤ Pg̃ ≤ P max
g̃ ∀g̃ ∈ S̃g (2.8d)

−Qmax
g̃ ≤ Qg̃ ≤ Qmax

g̃ ∀g̃ ∈ S̃g (2.8e)

0 ≤ P max
g̃ ≤ P̂ max

g̃ ∀g̃ ∈ S̃g (2.8f)

−Q̂max
g̃ ≤ Qmax

g̃ ≤ Q̂max
g̃ ∀g̃ ∈ S̃g (2.8g)

0 ≤ P 2
l:mn + Q2

l:mn ≤ (Smax
l:mn)2 ∀l ∈ Sℓ:{mn},∀mn ∈ E (2.8h)

0 ≤ P 2
l̃:mn

+ Q2
l̃:mn

≤ (Smax
l̃:mn

)2 ∀l̃ ∈ Sℓ̃:{mn},∀mn ∈ E (2.8i)

θmin ≤ θm − θn ≤ θmax ∀mn ∈ E (2.8j)

θmin ≤ αl̃:{mn}(θm − θn) ≤ θmax ∀l̃ ∈ Sℓ̃:{mn},∀mn ∈ E (2.8k)

θ1 = 0 (2.8l)

Linear DC approximation

As the presented constraints, particularly the power flow equations, are both
non-linear and non convex, an unmodified formulation is very difficult to solve.
As such, it is common to use either a relaxed or approximated version of the
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Figure 2.1: Approximation versus relaxation [54].

equations. Relaxations and approximations are modelling strategies whereby
a similar, but easier to solve version of the original problem is solved to gain
insight into the solution of the original formulation. Relaxed versions of the
power flow equations are derived in such a manner as to ensure the entire
search space is included within the relaxed search space. An approximation
on the other hand makes no such guarantee and may exclude regions of the
original search space, potentially even excluding the globally optimal point.
This concept is illustrated in Fig. 2.1. Although, relaxations guarantee the
optimal point remains within the search space, it does not guarantee the optimal
point or even a feasible point will be found. As such, it should not be assumed
that a relaxation will provide a better solution than an approximation. Rather,
the purpose of both approaches is to provide a tractable version of the original
problem. Relaxations of the power flow equations include quadratic convex [55],
SOC [56] and SDP [57]. Approximations include network flow and the linear
programming LPAC and DC formulations [58].

To conduct a comprehensive comparison of the available formulations, we direct
readers to the outstanding study conducted in [59]. This work provides an
extensive evaluation of the DC, LPAC, two-SOC, quadratic convex, SDP, and
“AC” formulations across various numerical examples. The study demonstrates
that selecting an optimal formulation is a nuanced decision, contingent upon
the specific problem at hand, without a clear winner in general. Nevertheless, as
problem size expands, a discernible trend in computational complexity emerges.

In this regard, the DC formulation emerges as the frontrunner, exhibiting
superior computational efficiency. On average, the computation time is shown
to be more than one order of magnitude faster than its closest rival, the LPAC
formulation. Moreover, as problem sizes increase, the performance gap becomes
more pronounced, underscoring the superior scalability of the DC formulation.
Considering that the computational challenge in expansion planning primarily
arises from the number of binary variables, it is noteworthy that the problem
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addressed in this work entails several thousand binary decisions, while the
largest test case explored in [59] encompassed less than 200 binary candidate
investment decisions. Consequently, the DC formulation has been selected.

Furthermore, it is important to highlight that the objective of this thesis does
not encompass comparing various approximations and relaxations. Thus, due to
its exceptional computational efficiency and well-established track record, only
the DC approximation has been implemented and discussed in the subsequent
sections. However, it is worth mentioning that certain limitations are associated
with this approximation and have been identified in [60].

The DC approximation is based on three practical observations within an HVAC
transmission system under typical operating conditions.

1. Transmission line resistance is small compared to the reactance.

2. The divergence in voltage angles between nodes of a network is small.

3. The voltage magnitudes remain close to 1 PU.

Based on these observations we make the following simplifying assumptions:

1. The terms containing conductances (g) can be neglected i.e. g = 0.

2. The cosine and sine functions can be approximated by one and the
difference between the angles in radians respectively i.e. cos(θm− θn) ≈ 1,
sin(θm − θn) ≈ θm − θn.

3. All voltage magnitudes can be approximated as one PU i.e. |Um| = 1.

By applying these assumptions and performing some algebraic manipulations
we can obtain the following linear approximation of the power flow equations:

Pl:mn = bl:{mn}(θm − θn) ∀l ∈ Sℓ:{mn},∀mn ∈ E .

Pl̃:mn = bl̃:{mn}(θl̃:mn − θl̃:nm) ∀l̃ ∈ Sℓ̃:{mn},∀mn ∈ E .
(2.9)

Where θl̃:mn and θl̃:nm are dummy voltage angles associated with each candidate
line. By defining these angles we can eliminate the non-linearity in (2.8k) by
replacing it with the following two constraints:

θmin ≤ θl̃:mn − θl̃:nm ≤ θmax ∀l̃ ∈ Sℓ̃:{mn},∀mn ∈ E . (2.10a)
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|θl̃:mn − θm| ≤ (1− αl̃:{mn}) ·M ∀l̃ ∈ Sℓ̃:{mn},∀mn ∈ E . (2.10b)

Here, M is a sufficiently large angle ensuring (2.10b) is a non-binding constraint
when α = 0 and locking the dummy angle to the existing voltage angle when
α = 1. As only real power is considered in the approximation, constraints
(2.7b), (2.8c) and (2.8e) are no longer applicable. Furthermore (2.8h) and (2.8i)
simplify to:

−P max
l:mn ≤ Pl:mn ≤ P max

l:mn ∀l ∈ Sℓ (2.11a)

−αl̃:{mn}P max
l̃:mn

≤ Pl̃:mn ≤ αl̃:{mn}P max
l̃:mn

∀l̃ ∈ S̃ℓ (2.11b)

The linear DC approximation of the deterministic and static GATE planning
problem is summarized as:

min
x

c⊤x, subject to: (2.12)

(2.8b), (2.8d), (2.8f), (2.8j), (2.8l), (2.9), (2.10), (2.11),

where c⊤ is a vector of coefficients and x are the optimization variables.

2.3.2 Deterministic and static GATE example problem

l1
l2(αl2,12)

node 2node 1

(Pg1) (Pg2)

d1

(Pd1)
g1 g2

Figure 2.2: Illustrative two node example electrical grid.

To illustrate the basics of the formulation we will introduce a simple two node
example grid as in Fig. 2.2 and solve a deterministic and static GATE problem
subject to DC power flow (2.12). The figure shows two nodes 1 and 2 connected
by an existing transmission line l1 and a candidate transmission line l2. At node
1 there is existing generator G1 and at node 2 there is a candidate generator
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G2 as well as demand d. αl2,12 is a binary decision variable that is one when l2
is active and zero otherwise.

1. g1 is a 75 MW generator. The production cost is 100 €/MWh.

2. g2 is a candidate generator up to 25 MW. The production cost is
95 €/MWh. The annualized cost to construct g2 45 k€/MW.

3. d1 is a load of 60 MW. The cost to shed load is 105 €/MWh.

4. l1 is an existing transmission line of capacity 50 MW. The per unit sus-
ceptance is 500 PU.

5. l2 is a candidate transmission line of capacity 15 MW. The per unit
susceptance is 150 PU. The annualized cost to construct l2 20 k€/MW.

6. The base voltage is 100 kV, the base power is 1 MW.

We define the following objective of minimizing the sum of yearly costs:

min
x

8760(100Pg1 + 95Pg2 + 105Pd1) + 45000P max
g2

+ 20000αl2,12,

x = (Pg1 , Pg2 , Pd1 , P max
g2

, θ1, θ2, αl2,12)

subject to:

Pl1:12 = 500(θ1 − θ2) (2.13a)

Pl2:12 = 150(θl2:12 − θl2:21) (2.13b)

Pl1:21 = 500(θ2 − θ1) (2.13c)

Pl2:21 = 150(θl2:21 − θl2:12) (2.13d)

Pg1 + Pl1:12 + Pl2:12 = 0 (2.13e)

Pg2 + Pl1:21 + Pl2:21 = 60− Pd1 (2.13f)

0 ≤ Pg1 ≤ 75 (2.13g)

0 ≤ P max
g2

≤ 25 (2.13h)

0 ≤ Pg2 ≤ P max
g2

(2.13i)

−50 ≤ Pl1:12 ≤ 50 (2.13j)

−50 ≤ Pl1:21 ≤ 50 (2.13k)
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−15αl2:{12} ≤ Pl2,12 ≤ 15αl2:{12} (2.13l)

−15αl2:{12} ≤ Pl2,21 ≤ 15αl2:{12} (2.13m)

−π ≤ θ2 ≤ π (2.13n)

−π ≤ θl2:12 ≤ π (2.13o)

−π ≤ θl2:21 ≤ π (2.13p)

|θl2:12 − θ1| ≤ (1− αl2:{12}) ·M (2.13q)

|θl2:21 − θ2| ≤ (1− αl2:{12}) ·M (2.13r)

θ1 = 0 (2.13s)

In Fig. 2.3 the solution space of the problem is shown. The optimal point lies
at αl2:{12} = 0, P max

g2
= 10 MW, Pg1 = 50 MW, Pg2 = 10 MW, Pd1 = 0 MW,

θ2 = 0.1 rad.
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Figure 2.3: Solution space of two node example problem.

2.4 State of the art

2.4.1 Overview

Offshore Wind Expansion Planning (OW-EP) shares much in common with
traditional expansion planning and the basic formulation discussed thus far is
an excellent starting point. Some differences of particular importance, however,
do exist. They are the increased reactive power flows in AC submarine cables
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compared to overhead lines and the green (or only lightly browned) field nature
of the problem. The increased reactive power in AC submarine cables shifts
the techno-economic optimal in favor of HVDC at shorter distances and lower
power levels when compared to onshore overhead lines. More details in this
regard are provided in appendix A. The green field nature, or lack of existing
power infrastructure, complicates expansion planning as decision variables
become unconstrained and grow in number rapidly experiencing a combinatorial
explosion, leading to computational difficulties. This is discussed in further
detail in chapter 4.

The complexity of the OW-EP problem is dependant on the features considered
within the formulation. Some complicating features such as accounting for losses,
reliability and stochasticity are shared with traditional expansion planning. On
top of these, however, there are drivers specific to the offshore case such as:

• The types of collection circuits considered

– e.g. radial, branched, or meshed.

• Whether the number and location of OSSs is known apriori or are addi-
tional decision variables.

• The need to avoid obstacles or restricted zones, where electrical infras-
tructure is not permitted.

• The need to limit cable crossings.

• The consideration of wake losses.

In the following, the state-of-the-art in dealing with these various drivers of
complexity is discussed. In Table 2.3 a summary of research articles that consider
explicitly the problem of OW-EP is provided. The articles are sorted by solution
approach and whether they apply to the collection circuit, transmission system
or both. The articles listed in the table do not include applicable methods from
related fields.

Table 2.3: Grid level studied and solution method of literature on OW-EP.

Grid level Heuristic Meta-heuristic Mathematical
Collection [61–67] [32,68–79] [80–93]

Collection/
transmission [94,95] [96–101] [102,103]

Transmission [104] [105] [106–109]
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Section 2.4.3 Section 2.4.2

TransmissionCollection Literature
gap

Figure 2.4: Literature on the state-of-the-art of the OW-EP problem

First, we can see that a wide cross section of solution algorithms have been ap-
plied including heuristics, meta-heuristics and mathematical programs. Second,
we see that most research has tended to focus on the collection circuit, with
about two thirds of articles found on the topic ignoring the transmission system
entirely. Opting instead to focus on the problem of inter-array cable optimiza-
tion and OSS placement from the perspective of the collection circuit. As single
OWPPs connected via a radial export cable to shore have dominated the indus-
try for much of its history this is not a surprising observation. As the industry
shifts, however, to meshed offshore HVDC grids and larger offshore generating
regions consisting of multiple OWPPs, energy islands and HOAs this is sure to
change.

Luckily, the lack of research on the transmission level of OW-EP is less pro-
nounced as it first appears, as the existing articles that do focus on transmission
level expansion planning [104–109] demonstrate a high similarity with the tradi-
tional onshore expansion planning formulation already introduced in section 2.3.
A comprehensive literature review therefore consists of advanced formulations
of the traditional onshore expansion planning problem to form an upper (high
level) boundary of knowledge. These are presented in section 2.4.2. This is then
followed by a review in section 2.4.3 of advanced formulations specific to the
OW-EP problem. As these formulations have a heavy focus on the collection
circuit level of optimization, they provide the bottom up (low level) boundary
of available approaches to the problem. The identified gap in literature exists at
the transition between the upper and lower level models. These are the meth-
ods required to link high and low level approaches effectively. This identified
gap is illustrated in Fig. 2.4 and is the focus of chapter 4.
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2.4.2 Advanced formulations of traditional expansion planning

Traditional expansion planning problems are commonly formulated taking
either a central planner’s perspective as in [52, 110] or a market perspective
as in [111, 112]. Equilibrium modelling such as [113, 114] has been used to
model competition between stake holders. The equivalency of equilibrium and
optimization formulations is established by demonstrating identical Karush-
Kuhn-Tucker optimality conditions [115].

From an energy market perspective, the market can be settled at different
time intervals. Futures, day-ahead and intra-day balancing markets exist. The
futures market generally spans a week to several years in advance. Day-ahead
markets typically close at noon the day before energy is dispatched. The
shortest time frame is the balancing market where trading is performed an
hour to minutes before real time dispatch. Complementarity based formulations
such as [116,117] and bi-level programming approaches such as [118,119] are
frequently applied when solving expansion planning problems considering the
energy market.

Deciding on an appropriate modelling time span is another important consider-
ation, generally expansion planning is a long term endeavor. The lifespan of
transmission infrastructure is in the neighborhood of 40 to 50 years. New trans-
mission lines typically have construction times ranging from half a year up to
two years and new generating facilities typically take even longer to build, rang-
ing from two to five years [39]. Investment decisions are therefore, multi-year
undertakings. To capture this behavior, dynamic, multi-period expansion plan-
ning formulations such as [52] are used. This naturally comes at the price
of increased complexity, however. An appropriate trade-off between less com-
putationally expensive static formulations such as [120, 121] and a dynamic
formulation must therefore be struck.

When planning over such a long time horizon, high levels of uncertainty are
involved. It can be useful to sort the uncertainties by the timeframe to which
they apply. Short term (less than a year) uncertainties include variations in
demand and production capacity e.g. RESs, equipment failure or outages and
market related uncertainties such as unknown bidding strategies. Long term
(greater than a year) uncertainties include: the expansion, contraction or change
in geographic distribution of production or demand, changing operational costs,
an increasing cost to borrow i.e. interest rate hikes, or increased extreme weather
events.

To incorporate the uncertainties in expansion planning problems, techniques
such as stochastic programming and robust optimization can be used. The
“best” approach depends on what is known of the uncertainties in question.
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A review of uncertainty modelling in power system optimization is presented
in [122]. Stochastic programming is a scenario based method and has the
advantage of being able to capture the future operating conditions of the power
system as well as the evolution of uncertainty over time. Examples of stochastic
programming in expansion planning are [51,111,112].

Unfortunately, the uncertainty space can be vast, requiring large numbers of
scenarios resulting in intractability. In this situation, it may be possible to
apply a decomposition technique. Benders decomposition is by far the most
commonly applied but by no means the only one. Some examples of expansion
planning using Benders decomposition and stochastic programming can be
found here [112, 123]. An overview of different decomposition techniques in
optimization is provided in [40]. A comparison of decomposition techniques
applied to the TNEP problem can be found in [124].

In certain situations it may be difficult to create accurate scenarios to describe
the uncertainty. For example, future RES generation scenarios are frequently
based on historical data [125]. Unfortunately, a remote region proposed for new
RES production may have a very limited history of data collection or the data
available is of very poor quality. Poor scenario generation can affect investment
decisions significantly [125]. In such situations, using robust optimization
techniques to model the distribution of uncertainties may be more appropriate. It
can be easier to know the distribution of uncertainty versus an accurate scenario
based description [126]. Some examples of expansion planning formulations
using robust optimization are [127–129].

A drawback of robust optimization is that it is a worst case analysis and
may result in a too conservative solution. In this situation adaptive robust
optimization such as [130] or chance constraints such as [131] may be more
appropriate. A flowchart summarizing the major decisions in determining an
appropriate formulation for the expansion planning problem is presented in
block diagram of Fig. 2.5.
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Figure 2.5: Expansion planning block diagram for deciding a solution method.
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2.4.3 Advanced formulations of offshore wind expansion planning

Radial topologies

The assumption to restrict collection circuit topologies to radial configurations
only is common [32, 63, 68, 132]. After all, radial topologies are the most
common in practise [38]. On top of radiality these examples also assume no
wind stochasticity, network power flow, no power losses, no restricted zones or
obstacles and no wake effect. As these represent the lowest level of complexity,
it is a good opportunity to contrast the different solution approaches.

In [63] a heuristic based on the Clarke and Wright savings algorithm is developed
as well as a hop indexed binary integer program. The two models are compared
on three real world OWPPs. The largest of which is 88 turbines with 2 OSSs.
The heuristic is shown to perform quite well, finding solutions on average only
2% more expensive than the binary integer program. It is the computational
results, however, that demonstrate the primary strength of heuristics. On the
largest problem size, the binary integer program takes an hour before being
terminated with a small optimality gap while the worst case computation time
for the heuristic is 60 ms.

Contrasting these two formulations with the GA implemented in [32], we see
the flexibility provided in the meta-heuristic modelling structure. The most
notable difference between [32] and [63] is the comprehensive cost model that is
implemented. Cables, switchgear, OSSs and even turbine mounted transformers
are accounted for versus a simple lumped cable length cost model. This highlights
the important consideration when selecting a solution method whereby desirable
characteristics such as computation time, a guarantee of global optimality or
the detail in which the search space is described may be mutually exclusive
trade-offs between methods.

Branched topologies

The topological complexity can be increased by allowing branching in radial
circuits. This can result in lower overall cost [91]. Heuristic formulations that
allow branching are [67] and [65]. Examples of meta-heuristics are a particle
swarm optimization in [74] and a GA in [69]. The introduction of Steiner nodes
in [61] allows branching at nodes other than turbines. Although interesting
this falls into the category of “In theory there is no difference between theory
and practise. In practise there is”. Practically speaking branching should be
restricted to wind turbine nodes where switchgear is located, however, the
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concept of Steiner nodes is still important as it can be useful in other ways such
as in avoiding no-go zones. This is discussed further below.

Mathematical programs that include branched topologies are a MILP [82], a
stochastic, MILP using Benders decomposition [102] and a MIQP [84]. Unfor-
tunately, this last model proved computationally impractical and was therefore
linearized. Finally, of particular note, is [85], a MINLP formulation of the
problem. This formulation is perhaps, the most complete in terms of captur-
ing problem complexity while retaining tractability. It accounts for electrical
losses, wind stochasticity and reliability. An example problem of 100 turbines
is solved. Since it is non-convex however, global optimality is not guaranteed.
The approach relies on Benders decomposition.

Meshed topologies

The final step regarding the complexity of the collection circuit topology is
achieved by allowing looped or fully meshed layouts. System reliability should be
considered in these formulations, else the additional CAPEX cannot be justified
and the radial solution is selected. The majority of formulations that consider
meshed collection circuits are meta-heuristics. Examples include [79, 101],
both are GAs and [64] is an ant colony optimization. In [95] a heuristic
formulation using a multiple travelling salesmen approach that permits single
looped topologies is presented. Mathematical formulations that consider meshed
configurations are [103] and [102]. Both are based on the same underlying model
using Benders decomposition. The later improves on the first through scenario
aggregation, relaxed Benders cuts and reliability via the technique of progressive
contingency incorporation [88].

Reliability

Several approaches to account for reliability exist. In [133] a deterministic
technique that introduces the metric of Generation Ratio Availability is proposed.
This same metric is applied to DC collection systems in [134]. A probabilistic
approach using scenario based stochastic programming is used in [83, 103]. The
same authors improve on this via the progressive contingency incorporation
method mentioned previously in [88]. Another probabilistic approach is with
Monte Carlo simulations as in [132]. Finally, the authors of [135] use a multi-
state Markhov model to represent reliability and propose a strategy based on
the universal generating function to split the network and retain computational
tractability.
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Wind stochasticity

The simplest models do not account for wind stochasticity and assume an average
value [68,79,101,136]. More advanced models account for the stochasticity of
wind speed, and yet even more advanced models, stochasticity in both speed
and direction [132]. According to [38], however, direction is only important in
micro siting problems not electrical topology optimization. The most straight
forward approach to include wind speed stochasticity is via historical time series
as in [85]. This approach is further improved using a probabilistic approach
with stochastic scenarios in [82, 83, 102]. Monte Carlo simulations are used
in [132].

Power flow

Power flow can be modelled to various degrees of complexity. The simplest
approach is a transportation model which is found in most of the formulations
surveyed, e.g. [65, 67, 74, 76, 77, 81, 82, 86, 87, 91]. In the opposite extreme
is the non-linear, non-convex formulation of the power flow equations, that
captures the full non linearity of the problem. Most models that implement
such formulations are not true optimizations as they only consider a few set
topologies [132,137]. The exception to this being [85], the MINLP mentioned
above. Between these two extremes are the approximations and relaxations
mentioned in section 2.3.1. Of these approaches, only quadratic convex [84] and
the DCOPF were found to have been explicitly applied to the OW-EP problem.
DCOPF examples can be found in [68,79,101,102].

Losses

Electrical losses in the transmission system consume between 1% and 3% of
generation [137]. There are several approaches for incorporating electrical
losses with varying degrees of complexity and accuracy. In a MILP they have
been incorporated by pre-processing as in [82] or by an iterative, Benders
decomposition based approach as in [102]. In [138] a piece-wise linear approach
is used. Examples of quadratic loss models are found in [79, 83–85] and full AC
loss model in [137].

Variable number or position of OSSs within the topology

Most problems assume a single OSS at a predefined location. When increasing
the number of OSSs there are three degrees of freedom: the number, location
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and capacity. To the best knowledge of the author there is no work that has
combined all three degrees of freedom in a single model. The most complex
models manage only two of these as variables, number and location, at a single
time. In the case of linear cost models, the OSS capacity constraint can be
handled by fixing the OSS capacity to the maximum feasible value to avoid the
exclusion of viable search space and then down sizing based on the resulting
solution. When more comprehensive cost models such as [139] are required this
approach may not be sufficient.

The first variation on this problem worth mentioning is when the number
of OSSs is increased above one but number, location and capacity remain
input parameters. This problem formulation involves first assigning turbines
to the OSSs such that no turbine is assigned to more than one OSS and the
capacities of all OSSs are respected. Following this, the electrical topology
is optimized for each OSS grouping. A mathematical formulation [63] and a
heuristic based [67] formulation that solve this problem directly were identified.
The heavy computational burden of this approach is discussed in [67]. The
problem can also be solved in steps. The first is to assign turbines to OSSs either
by mathematical programming [61] or with clustering algorithms [140]. After
assignment, the electrical topology can be determined using an appropriate
approach already discussed. Iteratively solving these steps, while updating the
complementary problem at each iteration until convergence, was done in [76].

A problem variation with a further level of complexity is allowing the number of
substations to change but having fixed locations as in [99]. The inverse where
the OSS number is a decision variable but the possible locations are parameters
is solved in [88, 102] with an MILP and a stochastic program respectively. This
is done heuristicly in [87]. Finally, formulations with both location and number
of OSSs as variables can be found. This is a particularly difficult problem. To
cope with the complexity multi step approaches are used. In [89] this is done
with an MILP, in [75] a GA, in [96] particle swarm optimization and in [95] a
hierarchical heuristic.

Cable crossing

Avoiding cable crossings is desirable, particularly within the collection grid. At
higher capacities with multiple PCCs, avoiding them entirely is not possible.
An example of a no cable crossing implementation using the minimum spanning
tree heuristic is found in [73]. For meta-heuristics the Bently-Ottman algorithm
[141] is a recommended approach [30]. In mathematical formulations this is
accomplished using lazy call backs in [63,82,86,87,91].
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Obstacles and restricted zones

Considering obstacles or restricted zones is a challenge. Two approaches for
this are found. The first uses Steiner nodes to create convex boundaries
surrounding obstacles as in [82, 86]. This method may not be suitable however
for complex obstacles as a convex hull over non-convex areas can result in sub
optimal solutions. To remedy this, a hybrid MIP and route finding algorithm
is proposed in [142]. A variation of the restricted zone formulations is the
inclusion of ocean bathymetry for cable routing. The only formulation reviewed
that considers bathymetry uses Dijkstra’s shortest path algorithm coupled with
weighted regions [67]. In the onshore case it is shown that transmission routing
over terrain using the A∗ algorithm versus Dijkstra’s algorithm is five to ten
times more computationally efficient [143, 144]. Dealing with obstacles and
restricted zones is the focus of chapter 6.

Wake effects

In general wake effects are not considered within the OW-EP formulations. It
is most relevant in the micro-siting problem [30,38]. Notable exceptions to this
are the minimum spanning tree algorithm in [65] that accounts for wake losses,
and [80] that proposes a collection grid topology optimization heuristic that
considers micro siting as part of the objective function. In both formulations the
linear Katic-Jensen [145] wake model is used. This is the most common simple
wake model in the literature. An alternative approach called vertex packing is
used in [146], however [38] advises against its use due to oversimplification. In
micro-siting applications linear models are unlikely to capture wake behaviour
sufficiently well. In such a case a computational fluid dynamics model such
as [147] that directly solves the Navier-Stokes partial differential equations
numerically is more appropriate.

2.4.4 Thesis positioning relative to the current state of play

In this thesis a framework is proposed that integrates state of the art models and
methods developed within the scope of this research. The framework interlinks
multiple models, each designed to address a specific aspect of power generation
and transmission system expansion. Whenever possible, state of the art models
from existing literature are utilized, but in instances where the literature lacks
suitable solutions, the thesis introduces its own contributions.

In the context of the offshore wind expansion planning problem features discussed
in this chapter, chapter 3 of the thesis briefly introduces the pre-processing
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approach adopted for addressing losses, wind stochasticity, and reliability within
the economic model, with a full description provided in Appendix A. Chapter 4
tackles the challenge of determining the transmission topology when the number
of optimal OSS sites is variable and their positions are undetermined. Chapter
5 expands upon this methodology to address large-scale systems. Chapter
6 presents a methodology for overcoming obstacles and restricted zones. In
chapters 4 to 6, only radial connection topologies are considered. In chapter 7 the
possible topological configurations are expanded to include meshed topologies,
long-term uncertainty is considered, and energy market design options addressed.

Throughout the chapters, test cases are presented to both investigate the
performance of the proposed approaches and to place the methods in context
relative to the current state of play of offshore development in the EU. In
this context much reference is made towards the projects proposed within the
TYNDP and readers interested in a broader context than that provided in
this thesis are referred to this excellent resource [23]. It is worth, however,
specifically highlighting several projects directly as they play an out-sized role
in relation to the presented test cases. In Table 2.4 these projects are listed
along with direct references to their project pages. The offshore development

Table 2.4: North Sea TYNDP projects inspiring test grids

Project Type Location ref.
MOG II OWPP BE [148]
Belgian energy island HOA BE [149]
NeuConnect HVDC Inter-connector DE, UK [150]
Nautilus HVDC Inter-connector BE, UK [151]
Triton Link HVDC Inter-connector BE, DK [152]
Aminth Energy HVDC Inter-connector DK, UK [153]
North Sea Wind
Power Hub HOA DE, DK, NL [154]

landscape in the North Sea is a dynamic and rapidly evolving environment,
as exemplified by the first two projects listed. For much of this research
project the solution proposed for the Belgian offshore development zone was an
extension to the modular offshore grid [148]. However, a competing proposal
to construct an energy island [149] gained traction in 2021 and was eventually
adopted [155]. Furthermore, the proposed wind generation to be added in the
Princess Elizabeth zone where the energy island is to be located has increased
from 2.1 GW in 2021 to 3.5 GW today [156]. As such, the test cases that are
presented in chapters 4 through 6 in relation to the Belgian offshore neglect
some of the most recent developments.
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Chapter 7 takes a broader view of the North Sea, encompassing the integration
of a simple energy market model for the various national energy markets
surrounding the region. Thus, the inter-connectivity of markets and HOAs
become significant considerations. The test case in Chapter 7 therefore, drew
inspiration from the various HVDC interconnector projects and proposed HOAs
in Table 2.4.

2.5 Conclusions

Power system expansion planning is a specific topic in the broader field of
planning and optimization theory, where the objective is to expand generation
and transmission in a cost-optimal manner to effectively meet current and future
power needs. Three general categories of expansion planning formulations are
found, focusing solely on transmission system expansion planning, solely on
generation expansion planning, or attempting to perform both simultaneously.

There are various solution approaches that can be used to find solutions to the
problem, including brute force, heuristic optimization, meta-heuristic optimiza-
tion, machine learning, and mathematical optimization. Hybrid approaches
also exist that combine two or more of these solution approaches at once. In
practical systems, hybrid approaches are mostly always used, as simplifying as-
sumptions (heuristics) need to be combined with a more sophisticated approach,
such as mathematical optimization, to ensure tractability. The complexity of
the problem grows with the number of problem features considered, such as
system losses, reliability, stochasticity, or multi-periodicity.

The OW-EP problem represents a unique challenge in power system expansion
planning that aims to identify the optimal expansion plan for offshore transmis-
sion networks, encompassing OWPPs. It is important to note that this problem
exhibits distinct characteristics when compared to the general power system
expansion planning problem, including the increased reactive power in subsea
cabling versus overhead lines and the green field nature of the offshore envi-
ronment, i.e. the lack of an existing network. Nonetheless, similar solution
approaches can be applied to both the general and specific cases, although the
complexity of the OW-EP problem can be further compounded by additional
problem features such as the type of collection circuits considered, the number
and location of the OSSs, marine spatial planning constraints, the need to limit
cable crossings, and the wake effect.

The state-of-the-art techniques for addressing the various problem features of
the OW-EP problem, as well as references to representative implementations
of these techniques, are summarized in Table 2.5. In several cases, multiple
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techniques have been developed for a given feature and are ordered from least
computationally intensive to most. For instance, the least computationally
expensive method for accounting for losses is to handle them as a pre-processing
step, while the most intensive method involves calculating the full non-linear
AC losses of power flow. This ordering generally corresponds to an increase in
modeling accuracy as well. Whenever appropriate, example implementations
using classical formulations are provided in blue, meta-heuristics in green, and
heuristics in red. References in black are for miscellaneous methods that do
not fit specifically into any of these three solution methods (e.g. [136] is a finite
element model).

Table 2.5: Summary of state-of-the-art techniques for the OW-EP problem and
representative implementations. References in blue are for classical formulations,
green meta-heuristics, red heuristics and black other techniques.

Losses Topologies Wind
stochasticity Uncertainty Power flow

pre-process
[82]

predefined
[68]

deterministic
[91] [32] [63]

robust optimization
[127]

transport
[82] [32] [63]

linear
[142]

radial
[63] [32] [132]

sampling
[102]

ARO
[130]

DCOPF
[102] [68]

iterative
[102]

branched
[102] [69] [67]

PDF
[82]

chance constraints
[131]

ACOPF
[85] [137]

quadratic
[85] [65]

steiner nodes
[61]

simulation
[85] [132]

stochastic
[51]

AC
[137]

meshed
[103] [101] [95]

Reliability Wake No-go
zones OSS Cable

crossings
deterministic

[133]
vertex packing

[146]
steiner nodes

[82]
>1, fixed position

[63] [67]
forbidden edge sets

[73]
probabilistic

[102] [157]
Katic-Jansen

[65]
shortest path

[142]
variable position

[89] [75] [95]
lazy call back

[82]
monte carlo

[132]
CFD
[136]

Time Decomposition Bathymetry
static
[120]

transmisison
[112]

weighted edge graph
[67]

dynamic
[52]

collection
[103]

Through this extensive review of current literature, two critical gaps that require
further investigation have been identified. The first pertains to the transition
between traditional high-level expansion planning models that focus on trans-
national grid expansion and the low-level models used for planning collection
circuits and simple transmission networks of isolated, radially connected OWPPs.
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While previous research in offshore expansion planning has largely focused on
the collection circuit problem, the recent rapid development in the offshore wind
industry has created a gap in state-of-the-art planning models. To address this,
a transmission network expansion model focused on the intermediate capacity
network, which fits between existing high and low-level models is developed in
chapters 4, 5, and 6.

The second gap identified pertains to the macro scale, where the structure
of the energy market dictates the distribution of benefits among stakeholders.
While state-of-the-art expansion planning models have been developed for a
market structure known a priori, none were found to effectively address the
initial decision of what market structure should be implemented. This creates a
significant challenge for developers, particularly as the industry moves towards
a meshed offshore HVDC grid, which lacks a clearly defined energy market
structure for developers to reliably predict future revenues. This high level
of uncertainty translates directly to higher costs of development. As such,
chapter 7 will focus on developing an offshore wind generation and transmission
expansion planning model that considers the market structure as part of the
decision-making process. Such a model will help formulate a market-aware
strategy that addresses these uncertainties and provides developers with a
reliable basis for predicting future revenues.

In the subsequent chapter, a framework that builds upon the findings of this
thesis, emphasizing accuracy and efficiency, will be proposed for the OW-EP
problem.



Chapter 3

Structure of the proposed
offshore wind expansion
planning methodology

3.1 Introduction

This chapter presents an overview of the proposed methodology for OW-EP. It
provides an over-arching framework for expansion of generation and transmission
from single OWPPs up to a high capacity meshed HVDC grid. The framework
links together several different models, each developed for a specific aspect
of the generation and transmission system expansion. When there is existing
research that is appropriate for the application, the state-of-the-art model from
existing literature is recommended. When there is a gap in the literature and
the solution has been the subject of research within this thesis, the chapter’s
work is briefly introduced and the reader is directed to the appropriate section
for more details.

In the last part of the chapter the domain within which the methodology
operates is described through discussion on the most relevant data sources
available. The proposed methodology is a multi-level, step-wise, stochastic,
Offshore Wind Generation And Transmission Expansion Planning (OW-GATE)
model that permits a holistic planning approach to HOAs, market design, HVAC
and HVDC transmission and collection circuit design.

45
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Figure 3.1: Illustration of the over-arching framework for multi-level, step-wise
planning of offshore transmission and generation expansion.

3.2 Divide and conquer

A broad overview of this methodology is shown in Fig. 3.1. The offshore
electrical transmission infrastructure of interest, spans three voltage/technology
levels:

• Level 1: Gdc The HVDC transmission system.

• Level 2: Gac The HVAC transmission system (> 66 kV AC1).

• Level 3: Gcc The OWPP collection circuit (typically ≤ 66 kV AC).

166 kV is used as a separation in this work as it corresponds to current offshore wind farm
collection systems, however, in the future higher voltages such as 132 kV are expected.
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At level Gdc, the primary objective is to find the sizing and topological layout
of HVDC transmission lines as well as the number and location of converter
stations that maximizes system social welfare. Converter stations may be
located onshore or offshore and occur at the transition between the existing
grid and or either of the candidate AC networks. The simplest HVDC system
is a single OWPP radially connected to shore via an offshore rectifying station
and onshore inverter station. A complicated HVDC network is multi-terminal,
meshed, spans multiple energy markets and connects large regions of offshore
generation consisting of many OWPPs and possibly other components such as
storage or loads. Level Gdc is the highest capacity network of the three levels.

At level Gac, the primary objective is the sizing and topological configuration
of HVAC transmission lines as well as the number and location of OSSs that
maximizes system social welfare. Points of coupling with the existing network
and the HVDC network must also be decided. As with the HVDC grid, the
simplest HVAC system is an OWPP with a single OSS connected via a radial
export cable to a point of coupling onshore. The complexity of the HVAC
network grows combinatorially with the number of OWPPs and points of
coupling that are considered. Level Gac is the medium capacity network of the
three levels.

At level Gcc, the primary objective is the sizing and topological configuration of
the inter-turbine cabling as well as the number and location of MV/HV OSSs
that maximizes OWPP profit. For OWPPs that are near to shore, the collection
circuit may connect directly to a point of coupling of the existing network.
The simplest collection circuit consists of strings of radially connected turbines.
More complicated layouts with meshing are used to increase reliability. level
Gcc is the lowest capacity network of the three levels. A summary of the three
grid levels’ objectives and the desired infrastructure is provided in Table 3.1.

Objective
(maximize) Output

Gdc Social welfare
Sizing and topological configuration of HVDC
transmission lines and number/location of
converter stations

Gac Social welfare Sizing and topological configuration of HVAC
transmission lines and number/location of OSS

Gcc OWPP profit Sizing and topological configuration of the inter-
turbine cabling and number/location of OSS

Table 3.1: Summary of grid level objectives and outputs.

A divide and conquer approach to the OW-EP problem is adopted. A set of
subproblems are defined with the hope that the combination of the optimized
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Figure 3.2: Technological domains of sub-grids of G. Transmission capacity and
the fidelity of the grid model have an inverse relationship.

subproblems approaches the optimal solution of the full size problem. The
complete network is the union of all three voltage levels: G = Gcc ∪ Gac ∪ Gdc.
Infrastructure at all or only a subset of the three levels forms the solution space
of a particular problem. Dividing the problem along voltage or technological
lines is logical. Unfortunately, the line between economic HVAC and HVDC
transmission is not easily defined. As such a strict division along these lines
may result in sub-optimal topologies. This is discussed further in Appendices A
and B.

A better definition for subproblems of G is along the lines made by the intended
transmission capacity and the changing fidelity of the underlying grid models.
In this work these sub-grid models are defined as: G = Gs ∪ Gm ∪ Gl. Where
Gs is the lowest capacity grid, Gl the highest capacity and Gm has a capacity
between these extremes. With this division, Gs essentially maps to Gcc with
the line blurring as higher collection circuit voltages are considered. Both Gm

and Gl can be composed of both HVAC or HVDC, although it is assumed that
Gm is more likely to be a majority HVAC transmission and Gl HVDC. It can
be helpful to think of these three sub-grids in terms of national borders, Gl

being the transnational grid, Gm the national grid and Gs the sub-transmission
or distribution network. The technological domains of sub-grids are displayed
in Fig. 3.2.

As noted the fidelity with which the grid can be represented has an inverse
relationship with the transmission capacity. This is due to the computational
limitations of the model. To illustrate this concept, consider Fig. 3.3, which
depicts a common point P as seen from different subproblems. When viewed
from the perspective of the coarsest subproblem, grid Gl, all offshore wind power
plants (OWPPs) within a certain region are lumped together and represented as
a single point source, P. In the medium grid Gm, separate OWPPs are identified,
G1, ..., Gn, but individual turbines are clustered to a single point source. Finally,
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in the finest grid Gs, each individual turbine, g1, ..., gn, is modeled separately.

The boundary point P frequently corresponds to a transition between voltage
levels. In offshore wind, this boundary occurs in the OSSs. The locations of
OSSs are therefore complicating decision variables that must be shared across
the different grid levels. A common criterion used for positioning OSSs is
to minimize cable length. Unfortunately, shortening the cable length for one
level can result in longer cable lengths for another level, leading to a trade-off.
To address this issue, a top-down approach can be used to solve the problem
incrementally, first by adjusting the location of OSSs at a macro scale, and then
at a micro scale as the grid fidelity increases. The sub-grids are solved in the
order of Gl, Gm, Gs.

P

...G1 Gn

P

...G1 Gn

P

...g1 gn ... g1gn

...g1 gn

GsGmGl

OSS macro siting OSS micro siting

Figure 3.3: Boundary point P as seen from Gs, Gm and Gl. Gcc (green), Gac

(red) and Gdc (black)

3.3 Timeline of power system planning

Approaching the problem in this top down manner, jibes well with the expected
planning horizons of each sub-grid. The time scale at which OW-EP applies is
shown in Fig. 3.4. Gl falls into the long term planning category, Gs into the
medium term and Gm straddles the two.

The divide and conquer approach is extended to the network levels which are
further broken down into subproblems as in Fig. 3.5. Each subproblem has a
unique objective. The font chosen for each subproblem in the figure indicates
its relevance to this thesis. Subproblems in bold are the primary focus of this
thesis. Those in normal font are fully outside the scope. Subproblems in italic
are not covered in detail but some insights have been provided.
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Gl Gm Gs

Long-term
planning

Medium-term
planning

Medium-term
operation

Short-term
operation

Real-time
operation

decades 1-5 years 1-2 years 1-7 days 5-30 min

This thesis

Figure 3.4: Time scale of power system planning and operation [158].

When solving the subproblems, ordering is important. Certain problems must
be solved sequentially while others can be done in parallel. In Fig. 3.6 the time
dependence of the subproblems is presented. In total six sequential stages are
needed. The color coding is a legend for the schematic on the right side of the
figure. This figure shows a one-line diagram of a toy example of an offshore
transmission system connecting five OWPPs to two PCCs onshore.

To illustrate the planning process effectively, planning stages one through six
will be discussed in reference to this toy problem. Each subproblem will be
introduced in the order they are to be executed, systematically expanding
the offshore transmission network. To begin, the boundary conditions on the
domain are specified. We consider a green field problem therefore no offshore
network exists. We do assume, however, there are some predetermined areas
which have been ear-marked for offshore wind development. In our toy problem,
this is the region enclosed by a dashed rectangle 3.6 - right). We also assume
the locations of possible onshore PCCs have been determined apriori.

In planning stage one subproblem L.1 to L.4 are solved answering the following
questions:

• What are the generation capacities and macro locations of the OWPPs?

• What is the topology of Gl?

• What are the capacities and macro locations of Gl OSSs?

• What is the construction timeline?

In our toy problem (Fig. 3.6 - right), this result is illustrated in black and
includes the following:
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Gl: HVDC/HVAC

Gm: HVAC/HVDC

Gs: HVAC/MVAC

Offshore wind
Expansion Planning

L.1 Macro siting
(OWPPs)

L.2 Gl Topology

L.3 Macro siting
(Gl OSSs)

L.4 Timeline
L.5 Infrastructure

S.1 Micro siting
(turbines)

S.2 Gs Topology

S.3 Micro siting
(Gm/Gs OSSs)

S.4 Infrastructure

M.2 Micro siting
(Gl OSSs)

M.1 Micro siting
(OWPPs)

M.3 Gm Topology

M.4 Macro siting
(Gm OSS)

M.5 Infrastructure

Figure 3.5: Divide and conquer approach to the offshore wind expansion planning
problem. Subproblems in bold are within the scope of this thesis, regular font
are outside and italic are not covered in detail but some insights are provided.
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Figure 3.6: Step by step development. Sequential and parallel subproblem
execution (left). Color coded toy-problem (right). Colors in the toy problem
match those of subproblems L.1–S.4 (L.5, M.5 and S.4 not shown).
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• The capacity of offshore generation: the surface area enclosed by the solid
black rectangle. The relationship between the area and the capacity is:

Awg = P wg

ρ
, (3.1)

where P wg is the desired generation capacity of the region and ρ is the
average wind power density of the region.

• The transmission topology: an HVDC network consisting of a single
OSS connected to two PCCs. Onshore and offshore converters and cable
capacities are specified.

• The macro location of the OSS: the area of the black circle.

• The timeline to develop the project: the OSS is built in t0 and connected
to PCC0 in the same period. An additional connection to the PCC1 is
built in t1.

Notice the precise boundaries (or even number) of OWPP concessions are not
yet defined. Neither is the exact location of the OSS. At this level the goal is to
only define these quantities on a macro scale. There is a high degree of inter-
dependence between all these aspects of the solution space and answering them
in unison is desirable. Fortunately, there is an existing formulation discussed in
section 2.4.2 that meets our needs, the multi-period GATE planning problem.
This formulation is the topic of chapter 7.

In planning stage two subproblem M.1 is solved. The objective of this
subproblem is to finalize the outer boundaries of the OWPP concessions. Within
our toy problem the desired results are shown in blue as five boxes indicating
five future concessions. Siting OWPP concessions on a micro scale requires
the consideration of many factors such as wind resources, physical constraints
such as cable routing, marine spatial planning, environmental requirements, soil
conditions, bathymetry, available technology, available ports, existing supply
lines and available vessel types. Within this work, the micro siting of concessions
is not investigated and when necessary assumed to be known apriori.

In planning stage three subproblem M.2 to M.4 are solved answering the
following questions:

• What is the micro siting locations of the Gl OSSs?

• What is the topology of Gm?

• What are the capacities and macro locations of Gm OSSs?
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In our toy problem the solution is illustrated in red.

• The micro location of the Gl HVDC OSSs is indicated by the red cross.

• The topology of Gm consists of three MV/HV OSSs, two of which are
servicing two of the five OWPPs each and a third that only services a
single OWPP. The third OSS is acting as a central hub with connections
to all other substations, including the HVDC station.

• The macro locations of the OSSs: the area of the red circles.

High level specifications for major transmission components are determined at
this stage, including the OSSs, transformers and cable capacities. Problems M.2
through M.4 can be solved simultaneously as a TNEP problem. Formulating
this TNEP is the topic of chapters 4 through 6.

In planning stage four subproblems L.5 and S.1 are solved. In subproblem
L.5 the final optimization of the Gl infrastructure is done. This is the stage
where detailed thermal and electromagnetic design is carried out, which is
out of the scope of this thesis. However, below, in planning stage six, a brief
discussion on the topic is presented as it applies to infrastructure at all grid
levels. Subproblem S.1 is the micro siting problem of the wind turbines within
the OWPP concessions. Micro siting turbines is a an optimization of the physical
location of turbines. Turbine layout has traditionally focused on minimizing
wake losses while considering physical constraints such as spatial planning and
soil conditions. This subproblem as previously discussed is not within the
scope of work. A representative solution space however, is displayed in our toy
problem as grey x’s.

In planning stage five subproblems S.2 and S.3 are solved. The objective of
S.2 is to determine the layout of the OWPP collection circuit. Specifications
for components are determined, particularly the cable capacities and associated
amount of switch gear (if branching or meshing). Subproblem S.3 finalizes
the location of the MV/HVAC OSSs specified within a previous planning
stage. Physical constraints such as cable routing, marine spatial planning,
environmental requirements, soil conditions and bathymetry to name a few are
to be considered. S.2 and S.3 can be solved simultaneously using a formulation
presented in section 2.4.3. As collection circuit optimization is the most heavily
researched part of offshore topology optimization no further work on this topic
was carried out within this thesis.

In planning stage six subproblems M.5 and S.4 are solved. As with stage
L.5, this is the point where detailed thermal and electromagnetic equipment
design should be performed prior to actually breaking ground on the construc-
tion sight. The objective is the optimal sizing of components such as cables,
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transformers, converters etc. Equipment must be sized to meet power system
requirements while minimizing lifetime costs and ensuring that the thermal rat-
ings of components are respected. The temperature of equipment is calculated
by modelling the physics of the system subject to the expected load profile. The
degree of detail to which these two aspects are modelled dictates the complexity
of the modelling method and therefore the computational cost.

Modelling the partial differential equations directly on complex geometries
with an approach such as the finite element method provides the highest
fidelity physics. This can provide valuable insights into objectives such as
loss minimization. But, such detail comes at a high computational price
and is therefore only applicable after expansion planning has occurred and
infrastructure is narrowed down to the final few options. A thermo-electric
equivalent model [159,160] may be deemed a more acceptable trade-off, capturing
higher physical detail than a standard parametric model such as those from the
International Electrotechnical Commission (IEC) [161] or CIGRE [162], but
with substantially reduced computation time.

Load profiles can be modelled as static or dynamic. The traditional approach
used in the IEC standard assumes a static load profile [161]. But OWPPs are
highly fluctuating sources with capacity factors in the neighbourhood of 40 %.
Assuming a constant rated output can result in a conservative approach to
sizing that is expensive. Dynamic sizing attempts to remedy this deficiency by
modelling the fluctuating nature of RESs when calculating the thermal limit.
The IEC proposes a simple step function [163] and CIGRE a slightly more
sophisticated four step RMS signal in [164]. Adapting such an approach to
accept a probabilistic wind distribution would improve accuracy and seems
relatively easy to implement, however, this would of course come at the expense
of higher computation time. In [165] a method using dynamic temperature
sensing with a thermo-electric equivalent is proposed for export cables. If
computation time is not a concern, the full dynamic time series of the expected
load profile can be considered.

3.4 Optimization input data

Using high quality input data to describe the domain and boundary conditions is
essential. Six major categories of data are identified: meteorological data, energy
market data, grid data (onshore and offshore), hydrographic data, economic data
and regulatory/technological data. These categories can each be further broken
down into sub-categories of data that are more or less useful depending on the
grid level optimization being performed. Input data used in this thesis and
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the level at which it was most useful is depicted in Fig. 3.7. When describing
certain features of the domain there may be several data types to chose from,
some more appropriate than others given the specifics of the problem. In this
section a brief description of the most relevant input data is presented.

Gl: HVDC/HVAC

Gm: HVAC/HVDC

Gs: HVAC/MVAC

Offshore Wind
Expansion Planning

- PCCs
- OWPP zones
- Generation
- Demand
- Wind generation
- Grid codes
- Market regulations
- Marine spatial planning
- CAPEX, OPEX
- Energy price

- Wind generation
- Grid codes
- Market regulations
- Marine spatial planning
- Bathymetry
- CAPEX, OPEX
- Energy price

- PCCs
- Wind generation
- Grid codes
- Market regulations
- Marine spatial planning
- Bathymetry
- CAPEX, OPEX
- Energy price

Figure 3.7: List of input data collected to describe each level of the offshore wind
expansion planning problem. Color legend: Grid data (red), Meteorological
data (green), regulatory/technological data (blue), Hydrographic data (gray),
Economic data (orange), Energy market data (purple).

Meteorological data

Accurately estimating the power generation of RESs is essential in expansion
planning, however, due to the stochastic nature of RESs this can be a challenge.
Two possible approaches for OWPPs adopted within this thesis are presented
below. The two methods depend on two different base data sets. A comparison
of the generation forecasts obtained by each set described below is displayed in
Fig. 3.8.

Method one (in blue) uses historic offshore wind generation data e.g. from the
ENTSO-E transparency platform [166]. The benefit of using such data is the
additional information contained in the time series, particularly the OWPP
power curve, wake effect and system reliability, since these are imprinted on the
data as reduced generation. When using this type of data, it is essential when
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normalizing to have an accurate value for installed capacity. This can be more
difficult than it seems as new installations are being commissioned regularly.
As such, using a single value based on the installed capacity at the start or end
of year can result in an over or under estimation of annual production.

Figure 3.8: January 2018 gener-
ation time series for Belgium off-
shore. ENTSO-E generation data [167]
(Method 1) and CorWind simulation
results [168] (Method 2).

Figure 3.9: Plant level power curve with
different shut down characteristics [169].

Method two (in orange) uses meteorological data, such as those generated by
the CorWind software [168]. To calculate power generation, a power curve such
as in Fig. 3.9 must be assumed. This has the added advantage of permitting the
analysis of turbine specific factors such as the different approaches to storm shut
down in the figure. For locations where there is no existing generation, using
meterological data may be the only data based option available for assessing
OWPP yield. Of course, probibalistic methods such as in [170] are also a
possibility. Typically, manufacturers are reluctant to share turbine power curves
due to intellectual property concerns necessitating the reliance on generic wind
power curves.

In Table 3.2 a comparison of the production forecasts for the Belgium offshore
region obtained by each method is provided. Method 1 reflects the actual
production recorded on the ENTSO-E transparency platform. Method 2 is
obtained using the CorWind software. In this case, the projected annual yield
using meteorological data results in an over-estimation of almost 10 %. This is
on the low end as far as over-estimation when neglecting wake, electrical and
down time losses as according to [171], wake losses alone can reduce OWPP
output by 10-20 %. In this work method 1 is used in chapter 7 and method 2
in chapters 4 through 6, as the effect of losses and reliability of the system is
accounted for explicitly in these chapters.



OPTIMIZATION INPUT DATA 57

Table 3.2: Comparison of production forecasts for Belgium 2018 using method
1 and method 2.

Method Capacity factor [%] Yearly yield [MWh] Difference [%]
1 38.6 3384 -
2 42.2 3697 9.26

Energy market data

Accurately modeling the price of energy is essential when calculating the revenue
of OWPPs. Three approaches have been found. The first is the simplest which
is to assume a given, average future value for each zone. This approach is used
in chapters 4 through 6. The second approach is slightly more sophisticated. In
this approach, instead of using a static value, a time series of historical energy
prices such as is available from ENTSO-E [166] is used. This approach was
used in [172], a publication produced as part of the Cordoba project but not
included within this thesis. Calculating revenue in this way has the advantage
over a static value of capturing temporal correlations with other data, such as
the RES generation time series and demand time series. Of course, this comes
at the expense of increased complexity.

Unfortunately, this approach still has its limitations. As the investment advice
goes “past performance is not indicative of future results” neither are past energy
prices indicative of future energy prices. In Europe, in 2022, this statement
is more true than ever as electricity prices have increased almost an order
of magnitude in the last two years. For reference, in Fig. 3.10, the average
yearly Belgian wholesale energy price since 2015 is shown. Obviously, using pre-
2021 prices to predict revenues in 2021 and 2022 is not realistic. Furthermore,
historical clearing prices are a function of the available generation, demand and
congestion in the system at that time. In expansion planning it is desirable to
model how the energy price will change given the construction of new generating
sources and transmission lines as well as changing demand over time.

The third approach used in this work attempts to overcome the shortcomings
of the previous methods by modelling economic dispatch. In this approach grid
data from [173] is used to model available generating sources, system congestion
and demand. The LCOE for each source [174] is then used to calculate the
marginal cost of energy within each market zone. In this way, as grid expansion
occurs and new generation, demand and transmission lines are added, the
clearing price evolves in lock step. This approach is used in chapter 7.
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Figure 3.10: Average annual wholesale electricity price in Belgium 2015 to 2022.
Note: 2022 only includes prices up to September.

Grid data

Offshore expansion planning depends on the existing and future onshore electrical
grid. The principal source of grid data used in this work is from either open
academic test networks or the ENTSO-E TYNDP [173] which is updated every
two years to reflect the current state of the European grid as well as possible
future expansion scenarios. The existing grid data is summarized in Fig. 3.11.
Modelling the onshore grid in full detail is not computationally feasible. As
such a reduced grid model consisting of the type and capacity of generation and
demand within each market zone and inter-market congestion in the form of
Net Transfer Capacitys (NTCs) is used.

Figure 3.11: ENTSO-E Interconnected network of continental Europe 2019 [175].
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Hydrographic data

The North Sea spans 570000 km2 and is bordered by Norway, Denmark, the
UK, the Netherlands, Belgium, France and Germany. The sea depth varies
greatly along its geographic features. Notable features are vast banks, such as
the 17600 km2 Dogger bank with a depth in the low tens of meters, and the
devil’s hole and Norwegian trenches with depths in the hundreds of meters. The
deepest point in the North Sea is in Norwegian waters at 725 m. Even within
small areas the depth can vary significantly. For example, the 3447 km2 Belgian
Exclusive Economic Area (EEA) is criss-crossed by 23 sand banks. The peaks
of the sand banks sit around 5 to 15 meters below the surface while the valleys
25 to 35 meters [176]. This change is significant, it is estimated in [177] that an
increase in depth of 20 meters results in a 177 % increase in the cost of offshore
foundations.

In addition to water depth, marine spatial planning in the North Sea cannot be
ignored during expansion planning. As can be seen in Fig. 3.12, some regions
of the North Sea can be highly congested, with areas reserved for shipping,
environmental protection, fisheries, military, existing OWPPs, pipelines, cabling
and more. Furthermore, a history of warfare has left hazards such as unexploded
ordinances littering the sea floor. In chapter 6 the impact of hydrography is
discussed.

Figure 3.12: Hydrography and marine spatial plan of the Belgian continental
shelf [176]. For markup details please refer to the source map in the reference.
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Regulatory and technological data

Technological limitations and government regulations are among the most
uncertain and challenging constraints to define, in particular on a longer time
horizon. While current technological limits are straightforward to understand,
anticipating what will be achievable in two or three decades into the future,
and at what cost, is not.

Regulations can also be difficult to properly define for a couple reasons: regional
differences and shifts in policy. Europe has invested much time towards EU-
wide harmonization. The trans-national electricity network codes [178] are
set by the European Commission with input from the ENTSO-E and the
Agency for the Cooperation of Energy Regulators (ACER). In addition to these
trans-national authorities, stakeholders at the national levels, including TSOs,
National Regulatory Authorities (NRA) and member state governments among
others are given the opportunity to participate in their development. The
guidelines are legally binding and cover three major categories:

• Market and trading regulations including:

– Capacity allocation and congestion management: (EU) 2015/1222
– Forward capacity allocation: (EU) 2016/1719
– Balancing: (EU) 2017/2195

• Connection and system operation regulations including

– Emergency and restoration: (EU) 2017/2196
– Demand connection: (EU) 2016/1388
– Requirements for generators: (EU) 2016/631
– High-voltage direct current: (EU) 2016/1447
– System operation: (EU) 2017/1485

• Regulation on conditions for accessing the network for cross-border elec-
tricity exchanges (EC) 714/2009

Progress towards EU-wide harmonization is good, but regional difference do
(and likely always will) exist. Some, such as the various dimensionning incidents
across synchronous zones, which dictate the maximum loss of in-feed can have
a significant and direct impact on possible transmission topologies in the North
Sea. The values for different synchronous regions are set at 1.8 GW in Great
Britain, 1.45 GW in the Nordic power system and 3 GW in continental Europe.
Other differences such as offshore transmission development in Europe being
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the responsibility of TSOs versus an Offshore Transmission Operator (OFTO)
in the UK [179] has a more indirect impact which is difficult to quantify.

Furthermore, regulations are subject to change, creating uncertainty for devel-
opers. A particularly impactful example of this is the exit of the UK from the
European internal energy market as part of Brexit in January of 2021 [180]. A
consequence of this, is that capacity allocation in interconnectors linking the
UK and the EU can no longer be done via an implicit auction but rather an
explicit auction must be held, reducing the efficiency of the process [180]. Fur-
thermore, current regulations are likely only an interim solution as post-Brexit
negotiations between the EU and UK are on-going [181].

This has significantly clouded the regulatory landscape, leaving planners and
developers unsure of what the future will bring in terms of energy market
integration with the UK. Developers of HOAs, such as Elia’s energy island [182],
that combines offshore wind with interconnectors (one between the UK and
Belgium), face high uncertainty, which drives up costs. Due to the uncertainty
associated with the regulatory and technological future, this thesis takes the
approach of considering these as soft constraints which can change over time.
As such, the models attempt to be as general as possible in this regard and
ignore much of the regional differences. For example, implicit energy coupling,
as it is between any member of the EU internal energy market, is assumed
between the EU and the UK. Should the modelling approach be adopted in
future in a more specific context, then at that time the appropriate regional
regulations should be considered.

Cost data

The main data sources used in this work are gathered from commercial projects
[183–188]. Unfortunately, the uncertainty of offshore development costs are very
high. For example, in [183] the range for an offshore 2 GW HVDC converter
station is between 390-530 M€, in [184] the same station is estimated to be
between 740-900 M€, while [185] estimates 595-1030 M€. The large variation in
estimates is caused by several factors. First, companies are hesitant to share
detailed cost information out of fear of loosing a competitive advantage. Second,
reported costs often lack detail as to what is included. The low range cost
reported in [184] for example, includes installation for the substructure but likely
not the installation cost of the topside plant including the HVDC converter
itself. Third, installation costs offshore are significant, often accounting for
around 50% of CAPEX. Installation costs are project specific and can vary
substantially based on factors such as soil conditions, water depth, available
ports, time of year and vessel availability [183]. Finally, current macro economic
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conditions are very uncertain. Disruptions in supply chains due to the ongoing
pandemic, war in Ukraine, deteriorating trade relations with China, increasing
costs of lending by central banks and record high inflation all contribute to
uncertainty. As such, the highest source of error within this work is attributed
to the cost data. An error of +/- 30 % is assumed as in [184], however, even
this may be an underestimate.

3.5 Cost modelling

In this section, a brief introduction to the cost model is presented, for a more
detailed presentation, the reader is directed to Appendix A. The developed cost
model attempts to capture the non-linear and discontinuous effects associated
with infrastructure investment. The most influential non-linearity requiring
consideration is that of the reactive power flows within HVAC cables. The
relationship between distance, capacity and transmission voltage is presented in
Fig. 3.13. Notice that at standard transmission frequency (50 Hz), transmission
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at voltages above 220 kV is severely limited by distance. This is due to the
reactive power flows being proportional to the square of the transmission
voltage. Another non-linearity occurs when considering the trade-off between
an investment in redundant paths (reliability) and CAPEX. For example, when
considering redundancy at the OSS, the cost function becomes discontinuous as
in Fig. 3.14 due to parallel paths being integer quantities.

On top of CAPEX, transmission investment should consider Operating Ex-
penditures (OPEXs), such as corrective maintenance, losses and EENT. The
model accounts for these quantities as in the data structure displayed in Fig.
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3.15. Transmission system costs are broken down into several contributing costs.
First, Terminal Costs (TCs) and Route Costs (RCs) are differentiated. TCs are
distance independent costs associated to a node, for example an OSS and its
components. RCs are costs tied to the cabling and depend on distance. TCs
and RCs are then further subdivided into CAPEXs and OPEXs. All up front
costs for equipment and installation are grouped into CAPEXs. The terms
Terminal Capital Costs (TCCs) and Route Capital Costs (RCCs) are used for
CAPEXs while Terminal Loss Costs (TLCs) and Route Loss Costs (RLCs) are
used for OPEXs.
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Figure 3.15: Hierarchy of the cost model. CAPEX is in blue. OPEX is in red.

3.5.1 Capital expenditures

The CAPEX functions presented below use a superscript notation to avoid
unnecessary repetition of equations. The xx notation is a place holder identifier
that varies based on the transmission technology chosen. The cost of a specific
technological solution can be determined by replacing xx with AC for HVAC or
DC for HVDC and choosing the relevant cost parameter. All cost parameters
are listed in Table A.3 of Appendix A.
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Route capital costs

Subsea transmission is complicated by high reactive power flows within alternat-
ing current cables that increase with network frequency, transmission voltage
and distance as in:

Qxx = 2π · fxx · qxx
cbl · (V xx)2 · lxx

cbl · nxx
cbl, (3.2)

where, f is the network frequency in Hz, V the transmission voltage in kV, qcbl

the capacitance of the cable in F/km, lcbl is the cable length in km and ncbl is
the number of cables in parallel.

It is typical to distribute reactive power compensation 50% onshore and 50%
offshore. With this distribution the remaining cable capacity available for real
power transfer is calculated as in:

P xx
cbl =

√
(Sxx

cbl)2 −
(

Qxx

2

)2
. (3.3)

The cost of supplying this compensation is estimated as:

Cxx
q = cxx

ossQxx

2 + cxx
ss Qxx

2 , (3.4)

where coss and css are the per unit costs for offshore and onshore reactive
compensation respectively. The cost of supplying and installing the cable is
given by:

Cxx
cbl = nxx

cbl · cxx
cbl · lxx

cbl (3.5)

where cxx
cbl is the per unit length cost in €/km. The total RCC is the sum of

the cable and reactive power compensation as in:

RCCxx = Cxx
q + Cxx

cbl. (3.6)

Terminal capital costs

TCC is the sum of the costs for the offshore and onshore substations. The cost
of an OSS has three principle drivers, the capacity, the level of redundancy
(parallel paths), and water depth. This relationship is expressed as:

Cxx
oss = σ(ζ)(cxx

oss + (1 + βxx
oss · (nxx

oss − 2))(c̃xx
oss + c̃xx′

oss) · P xx
oss · αxx),

where σ(ζ) = 0.0136 · (ζ − 17) + 0.7676
(3.7)
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where noss is the number of parallel paths, βoss is the penalization factor for
greater than two parallel paths, coss is the fixed OSS cost, c̃oss is the variable
substructure cost, c̃′

oss is the variable balance of plant cost, Poss is the substation
capacity and ζ is the sea floor depth. α is a scaling factor for Low Frequency
Alternating Current (LFAC) which is discussed within the Appendix. For HVAC
and HVDC networks this value is always equal to one.

In an onshore substation, no substructure is required therefore increased relia-
bility does not result in a substantial increase in steel and concrete as it does
offshore. As such, n-1 reliability is assumed and the simpler cost function:

Cxx
ss = βxx

ss · (P xx
ss )γxx

(3.8)

is used.

3.5.2 Operational expenditures

Losses

Equipment losses are modelled as the sum of variable losses in the cables (RLC)
and fixed losses in the transformers and converters (TLC). Variable losses
capture the I2R losses in cables. Both alternating current and direct current
cables are modelled with the same equation:

RLCxx =
(

P xx
oss · ηxx

oss

nxx
cbl · V xx

)2
· rxx

cbl · lxx
cbl · nxx

cbl · T · E · δ, (3.9)

where rcbl is the cable resistance in Ω/km and ηoss is the conversion efficiency
of the OSS in percent. The alternating current resistance is used for alternating
current cables and direct current resistance for direct current cables. T , E and
δ are the operational lifetime (25 years), energy price (90€/MWh) and load loss
factor.

The load loss factor is a function of the square of the per unit power generation
profile as in:

δ =

T∑
t=0

(Spu
g,t)2

T
. (3.10)

Fixed losses occur in the transformers and converters. They are the magnetic
core losses in the transformers and the switching losses in the converters. The
fixed losses for offshore and onshore components are given by equations 3.11
and 3.12. ηss is the onshore substation conversion efficiency.

TLCxx
oss = P xx

pcc · (1− ηxx
oss) · T · E · δ (3.11)
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TLCxx
ss = (P xx

pcc · T · E · δ −RLCxx)(1− ηxx
ss ) (3.12)

Reliability

System reliability is considered in terms of corrective maintenance and EENT.
Corrective maintenance is considered post fault, meaning it is the cost of
replacing or repairing faulty equipment. Preventative maintenance is not
considered within the scope. Yearly corrective maintenance is calculated using
the mean time to repair (µ), failure rate (λ) and mean cost per repair (ξ) as
in (3.13) [139]. The parameters for transformers, converters and cables are
given in the Appendix in Table A.4. Corrective maintenance for the remaining
components is not considered. The total corrective maintenance is obtained by
summing over the Net Present Value (NPV) of all years within the lifetime of
the project.

CMy =
[

nxx
oss · ξxx

oss

1
λxx

oss
+ µxx

oss

8760

+ nxx
cbl · ξxx

cbl

1
λxx

cbl
+ µxx

cbl

8760

+ nxx
ss · ξxx

ss

1
λxx

ss
+ µxx

ss

8760

]
(3.13)

The second component of reliability considered is EENT. Additional EENT is
available wind energy that must be curtailed due to system capacity constraints.
The system capacity may be constrained intentionally through under sizing
of equipment or due to component failure. ∆EENT is calculated as follows:
consider contingency i with constrained capacity, P cons

i , and probability of
occurrence, πcons

i , the per unit ∆EENT is given by:

∆EENT pu
i = Acons

i · πcons
i . (3.14)

Where Acons
i is the area under the OWPP generation power curve and above

the constrained capacity P cons
i . The power generation profile is obtained

using meteorological data and the CorWind software [168]. Summing over
all contingencies and multiplying by the OWPP peak capacity gives the yearly
EENT. The cost of EENT is then obtained by summing the NPV of each year
within the lifetime.

Constrained capacities and their probabilities are calculated from capacity
outage probability tables for all considered contingencies. The capacity outage
probability table of a single piece of equipment is calculated as follows. A piece
of equipment x has capacity, Px. The number of possible states Nx of the
equipment is modelled as binary (1: functional, 0: broken). The availability of
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the piece of equipment Ax, is given by:

Ax = 1
1 + λx · µx

8760
. (3.15)

The resulting capacity outage probability table is as in Table 3.3. To construct

Table 3.3: Example capacity outage probability table.

State (i) Capacity (P cons
x,i ) Probability (πcons

x,i )
1 Px Ax

0 0 1-Ax

a capacity outage probability table for an entire system, convolution of all
component capacity outage probability tables is done as in:

Pk =:
{

Px,i + Py,j Parallel
min(Px,i, Py,j) Series

πk = πx,i · πy,j

where i = {1, .., Nx}, j = {1, .., Ny}, k = {1, ..., Nx ·Ny}

(3.16)

If after combining two tables, two rows k have identical capacities, they are
combined into a single row with a common capacity and a probability equal to
the sum of the individual probabilities.

3.5.3 Applicable range per transmission technology

Using the presented model while considering a simple radial connection to shore,
an applicable range for the different transmission options is established. Note,
the proposed model is simple and the exact range for the technologies is highly
dependant on available data thus the presented ranges should be understood
as only very rough estimates. The transmission options considered are 66 kV
Medium Voltage Alternating Current (MVAC), 132 kV, 220 kV and 400 kV
HVAC, 220 kV Mid Point Compensated HVAC (MPC-AC) and 500 kV HVDC.
The resulting technological solution space is shown in Fig. 3.16. Above 500 MW
a relatively stable relation appears where a connection made at 66 kV is the
lowest cost option up to about 60 km, between 60 and 125 km it is better to
transmit at 220 kV and once 125 km has been surpassed, HVDC becomes the
best option. Below 500 MW the relationship complicates. At very low power
levels the 66 kV range increases to a maximum of 125 km at 100 MW. The
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Figure 3.16: Range of optimal technology for a point to point connection
considering: 66 kV collection circuit, 132 kV/220 kV/400 kV HVAC, 220 kV
mid-point compensated HVAC, 500 kV HVDC.

range of 220 kV HVAC also increases. The highest viable distance is at 225 km
at 100 MW. In very few instances 132 kV becomes the optimal choice. The
range of MPC-AC starts around 150 km and reaches it’s maximum feasible
range near 425 km. The optimal choice of technology in the lower range of
OWPP capacity appears complicated, however, it is likely that this complicated
technological solution space is more of a product of poor data availability than a
truly varied technological optimal. At low capacities, the relative jump between
single cable sizes can have a substantial impact on the cost, e.g. choosing
between a cable of 100 MW and 150 MW to transmit 110 MW. At higher
capacities as cables start to be placed in parallel to meet the load, the relative
jump between available options decreases. This jump between available sizes
can be reduced by considering an exhaustive list of available conductor sizes
from multiple manufacturers as well as both aluminium and copper options.

A surprising result is perhaps the complete lack of an optimal range for 400 kV
HVAC transmission. In reality, however, this result is expected. First, as was
demonstrated in Fig. 3.13 the available capacity of an HVAC cable for real
power drops with the square of the voltage as distance increases. This means
that the advantages gained of higher capacity and lower losses that make a
higher transmission voltage appealing for overhead lines are offset at higher
distances by reactive power flows. This fact alone would perhaps not completely
eliminate 400 kV from the technological solution space but there is also the fact
that due to higher insulating requirements 3-core 400 kV cables are not available,
making the cost of installation significantly higher than at lower transmission
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voltages.

Considering the high value associated with standardization the results support
the idea that only three transmission technologies need be considered offshore:
66 kV collection circuits, 220 kV HVAC transmission and 500 kV HVDC. In
certain edge cases mid-point compensated HVAC may prove useful. In the
upcoming chapters, optimization approaches are developed, first for the OW-
TNEP problem at grid level Gm and then for the OW-GATE planning problem at
grid level Gl. Unless explicitly stated, equipment sizing and costs are calculated
using the presented method, although the considered technological options do
vary. In chapters 4, 5 and 6 only AC transmission options (excluding MPC-AC)
are considered, while in chapter 7 both HVDC and HVAC are considered.

3.6 Conclusions

This chapter provides a comprehensive, high level, overview of the proposed
methodology for OW-GATE planning, which is the central focus of this thesis.
The methodology adopts a divide and conquer approach that partitions the
transmission network into three levels based on transmission capacity, and then
further breaks each one of these levels down into a collection of fourteen steps
grouped into six planning stages. Each stage having to be done sequentially.

The offshore grid is expanded in a top-down manner by following the six
sequential planning stages, where the higher capacity levels determine the size,
macro location, and build schedule of the lower levels, while the lower levels
define the final location of the infrastructure on the boundary between levels.
To execute the steps of each planning stage, the literature’s state-of-the-art
approaches are suggested, or if an effective approach is lacking then the proposed
solution is introduced and the relevant chapters of the thesis referred to for full
details.

Following the description of the methodology, a brief description of the most
relevant input data is presented, that which was found most useful for describing
the search space at a high level. The data are grouped into five categories: grid
data, meteorological data, regulatory/technological data, hydrographic data,
energy market data and cost data. The most relevant data for a given grid level
is defined. If multiple modeling options exist based on multiple data sources,
the approaches’ strengths and weaknesses are presented.

The final section of the chapter, presents in brief the cost modelling strategy
developed for the proposed optimization methods found in the following chapters.
The cost model attempts to capture the nonlinear effects associated with integer
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quantities of equipment and the high reactive power flows found in AC sub-
sea cabling. The method describes an approach for approximating OPEX
(losses, corrective maintenance and EENT) a priori when the assumption of a
radial topology is made. Considering this model, a range for different available
transmission technologies and voltages is derived. The range indicates that
the only voltages and technologies that need be considered are 66 and 220 kV
HVAC and 500 kV HVDC.

In the subsequent chapters, the specific optimization models developed for
grids Gm and Gl are presented. Chapters 4, 5, and 6 are dedicated to Gm,
while Chapter 7 focuses on Gl. These chapters serve as the substantive core
of the research conducted within this thesis. It is important to note that, in
order to ensure clarity and avoid any potential misinterpretation, only the
individual optimization approaches have been developed and tested. As a result,
a comprehensive fourteen-step test case illustrating the entire optimization
process, from start to finish as described in this chapter, is not provided. The
decision to omit such an example was primarily due to the substantial time
required to properly build and test such a case. Moreover, considering that the
expansion planning process encompasses a medium to long-term timeline, it is
not imperative to solve all steps within the methodology simultaneously. The
crucial aspect lies in maintaining the proper order and ensuring that a plan is
established for grid Gl before addressing grid Gm, and finally grid Gs.



Chapter 4

HVAC transmission
considering multiple OWPPs

4.1 Introduction

This chapter1 presents the Offshore Wind Transmission Network Expansion
Planning (OW-TNEP) formulation for planning stages M.3 and M.4 to bridge
the literature gap between the presented state of the art high-level expansion
planning models that focus on transnational grid expansion and the low-level
models used for planning collection circuits and simple transmission networks
of isolated, radially connected OWPPs. Thus, an OW-TNEP model focusing
on the intermediate capacity network, that considers multiple neighbouring
OWPPs has been developed.

The objective of planning stages M.3 and M.4 is to determine the transmission
topology and macro site of OSSs at grid level Gm. The proposed formulation
takes the form of a greedy algorithm, which was initially developed in [189].
Before moving into the proposed formulation however, some further background
on what makes this problem difficult is helpful.

A key difference between a traditional TNEP problem and the OW-TNEP
problem is the green field nature of the offshore network. As there is no (or

1The work of this chapter has been published as: Stephen Hardy, Hakan Ergun
and Dirk Van Hertem, ‘A Greedy Algorithm for Optimizing Offshore Wind Transmission
Topologies.’, in the Journal IEEE Transactions on Power Sytems. The content of the paper
has been modified here to make it consistent with the other chapters of this dissertation. The
first author is the main author of the paper.
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very minimal) existing grid and no geographic features restricting possible build
sites, the search space has very few constraints. As such, spanning the search
space with a candidate grid results in a very high number of binary decision
variables that very quickly results in an intractable problem size.

Table 4.1: Belgian OWPP and PCC locations.

Label Name Longitude Latitude Euclidean distance
to PCC [km]

PCC Zeebrugge 3.18361 51.32694 -
0 Norther 3.01583 51.52806 25.21
1 Thortonbank 2.94499 51.54999 29.81
2 Rentel 2.93997 51.59 33.77
3 Northwind 2.90097 51.61897 37.92
4 Seastar 2.85997 51.63 40.47
5 Nobelwind (Belwind) 2.80997 51.667 45.81
6 Northwester 2.757 51.68597 49.65
7 Mermaid 2.74 51.71997 53.4

Figure 4.1: (A) 8-250 MVA OWPPs and PCC. (B) Candidate OSSs. (C) HVAC
candidate grid. (D) MVAC candidate grid.
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This is most easily understood through a practical example. We will do this by
modelling the Belgian offshore development zone one, as a new, to be developed
area. We approximate the 2.3 GW region with 8-250 MW OWPPs located
at the approximate locations of the existing OWPPs. To do this, we start
by taking the coordinates of the OWPPs and a single PCC at Zeebrugge as
specified in Table 4.1 and project them onto a Cartesian plane2 as shown in
Fig. 4.1(A).

In order to layout a candidate offshore grid, it is necessary to define some
locations for candidate OSSs. However, as there is no existing network and the
sea (without considering bathymetry or spatial planning constraints) is identical
everywhere, there are no constraints on where the OSSs could be placed. This
is very different than the onshore case. Although not computationally very
efficient, for intuitively illustrating the size of the resulting problem, we can use
a k-1 nearest neighbors approach which was developed by the authors at the
initial stages of this research [190]3. In the algorithm, n candidate OSSs are
placed along the straight line paths connecting the OWPPs to each other and
the PCC.

The pseudo code for the algorithm is provided in Algorithm 1, where G is the
set of OWPP locations and d is the PCC location. For our example problem,
placement begins on the line between the furthest OWPP (7 in Fig. 4.1(A))
and the 2nd furthest (6 in Fig. 4.1(A)). Next, OSSs are placed between the
7th and the 5th furthest. This continues, until the line between the 7th OWPP
and the PCC has candidate OSSs added. This process is then repeated for the
line between OWPP 6 and 5, 6 and 4 and so on. The final path to contain any
candidate OSSs is between OWPP 0 and the PCC. Setting n = 5 candidate
OSSs for OWPP to OWPP lines (≈ 0.5-1 OSS/km) and n = 2 candidate OSSs
for OWPP to PCC lines results in 156 candidate OSSs. This is reduced to 141
by eliminating duplicated locations. The final set of candidate OSS locations is
shown in Fig. 4.1(B).

Now that the candidate OSS locations are specified, candidate HVAC and MVAC
transmission lines need to be defined. The number of candidate transmission
lines, all of which are binary decision variables, climbs combinatorally and very
quickly creates an intractable problem, especially when considering multiple
voltage levels. In Fig. 4.1(C) and 4.1(D) the resulting candidate grids are shown
for HVAC and MVAC networks respectively when considering MVAC levels of

2The GPS co-ordinates are transformed into Cartesian co-ordinates by rotating the principal
axis to align with the y axis and shifting linearly all co-ordinates into the first quadrant. The
original GPS co-ordinates of the origin were at latitude: 51.320628 and longitude: 3.169166.

3Stephen Hardy, Hakan Ergun, Dirk Van Hertem, Kristof Van Brusselen, ‘A Techno-
Economic MILP Optimization of Multiple Offshore Wind Concessions.’, in 2nd International
Conference on Large-Scale Grid Integration of Renewable Energy in India.
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Algorithm 1: k-1 nearest neighbour Algorithm
Input: G, d, n
Output: Candidate OSS locations: Ω

1 Function NearestNeighbours(G, d, n):
2 Q← order(G)# Order OWPPs from closest to furthest from PCC
3 Q.push(d)# Place the PCC at the start of the ordered queue
4 k = length(Q)# Initialize k equal to the last index of Q
5 while (k ̸= 1) do
6 qk = Q.remove(k)# Remove the kth element of Q
7 for qi in Q do
8 Ωk,i ← CandidateOSS(qk, qi, n)
9 Ωk = (Ωk ∪ Ωk,i)

10 Ω = (Ω ∪ Ωk)
11 k = k − 1
12 Prune(Ω)# Remove all duplicates in Ω
13 return Ω
14

15 Function CandidateOSS(qk, qi, n):
16 lk,i = LineBetween(qk, qi)# Find line connecting points qk and qi

17 Sk,i = DivideLine(lk,i, n)# Divide line into n-1 equal sections
18 Ωk,i = Npoints(Sk,i)# Keep n terminal points from sections Sk,i

19 return Ωk,i

33 kV and 66 kV and HVAC levels of 132 kV, 220 kV and 400 kV. The number
of candidate transmission lines required is summarized in Table 4.2.

Table 4.2: Candidate Lines.

Type Start End Number of Lines
MVAC OWPP OSS 1120
MVAC OWPP PCC 8
HVAC OSS OSS 39173
HVAC OSS PCC 665
Total 40966

This is not a feasible problem size today. To solve such a TNEP problem, a
sequential MILP algorithm is presented in [190]3. The algorithm divides the
problem into subproblems based on voltage levels and OSS clusters, gradually
combining solution topologies together until a final “optimal” topology is found.
This algorithm will not be elaborated on in this work as it is not a recommended
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approach, but presenting the problem structure as it was first investigated
does provide essential background on the motivation for the work that follows.
Without an effective way to reduce the number of binary decision variables
for candidate equipment offshore, the traditional TNEP formulation as is used
onshore is not an effective approach.

4.2 TNEP formulation

4.2.1 Overview

The objective of the proposed formulation for OW-TNEP is to determine the
transmission topology and macro site the OSSs at grid level Gm from a cost and
reliability perspective. The cost model implemented is presented in Appendix
A. The major steps of the formulation, which are further elaborated in the
following sections, are summarized in Fig. 4.2.

Define the optimization domain as in section 4.2.2.

Find the basis set T b as in section 1.

Find set T h using greedy search as in section 4.2.4

Find the optimal transmission topology tfr∗ as in section 4.2.5.

Figure 4.2: Overview of OW-TNEP formulation.

4.2.2 Domain and boundary conditions

The domain consists of existing network nodes n ∈ N , candidate network nodes
ñ ∈ Ñ and directed candidate edges e ∈ E . PCCs, d ∈ D, are defined by their
geographic location, nd

d, a maximum connection capacity, P d,max
d , and a network

voltage, V d
d . Similarly, OWPPs, g ∈ G, are defined by their geographic position,

ng
g, a max generation capacity of P g,max

g , a per-unit power profile time series Ψg
g

and a surface area, Ag
g. The surface area is modelled as a perfect circle centered
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around ng
g and is calculated by taking the ratio of P g,max

g and ρg, where ρg is
the wind energy density of location ng

g. The OWPPs are ordered by euclidean
distance relative to the PCC, starting at 0 for the OWPP nearest to the PCC.

Candidate infrastructure consists of OSSs, ω ∈ Ω, located at a candidate node
ño

ω and transmission lines, ℓmn ∈ Sℓ:e on candidate edge e. Candidate edges
exist between all combinations of existing and candidate nodes except OWPP
nodes, i.e. OWPPs can only be connected to eachother via an OSS.

Ψg
g is generated using the CorWind software [168]. CorWind applies advanced

stochastic and re-analysis techniques to the historical meteorological data of
the WRF model [191]. CorWind accounts for both fluctuations and forecast
error, providing a realistic and geographically relevant generation time series
up to a one minute resolution. In this work hourly resolution is used.

Power flow

The optimal topology is a priori assumed to be radial in nature, i.e. a minimum
spanning tree. As such unidirectional network power flow is assumed. Power is
generated at an OWPP and flows toward a PCC via a transmission network.
The term downstream is used to refer to the direction towards the PCC while
upstream is towards an OWPP.

OWPPs are assumed to operate at 66 kV. As such 66 kV, medium voltage
transmission lines connect an OWPP to either an OSS or a PCC. Medium
voltage transmission lines must have a capacity capable of safely carrying
the peak capacity of the OWPP which it serves i.e. P ℓ,max

mn = P g,max
g:m . The

power flow in a medium voltage transmission line is defined to flow from a root
node m to a destination node n and is calculated for a given time step t as
P ℓ

mn,t = Ψg
g:m,tP

g,max
g:m .

The capacity of an OSS located at node n is determined by taking the sum
of all incoming transmission lines as in P o,max

ω:n =
∑m

i=0 P ℓ,max
in . Similarly the

power flow at time t is calculated as in P o
ω:n,t =

∑m
i=0 P ℓ

in,t. The power injection
at onshore PCCs is calculated in an identical manner: P d

d:n,t =
∑m

i=0 P ℓ
in,t. Of

course the constraint P d
d:n,t ≤ P d,max

d:n must be respected for all t.

High voltage transmission lines connect an OSS to either another OSS or a PCC.
The capacity and power flow in high voltage transmission lines is determined
by its root node OSS, ω. As no meshed topologies are allowed, a maximum of
one transmission line is permitted to leave an OSS. The maximum capacity of
a high voltage transmission line is therefore P ℓ,max

mn = P o,max
ω:m and the power

flow at time t is P ℓ
mn,t = P o

ω:m,t. In practise, due to finite availability of sizes,



TNEP FORMULATION 77

particularly for cables, the actual thermal capacity of specified infrastructure
may exceed the values of P ℓ,max

mn and P o,max
ω:n .

4.2.3 Combinatorial Super Set

For an offshore wind region with n OWPPs, gi, is indexed by the set of positive
integers from zero to n− 1 as in:

A = {gi, i ∈ Z≥0 : i < n}. (4.1)

All possible combinations of OWPPs found on a radial feeder can then be
represented by the set of length n binary strings j, ranging from one to 2n − 1
as in:

B = {j ∈ Nn
2 : 0 < j ≤ 2n − 1}. (4.2)

A binary string j, has its bit positions indexed by i, ranging from zero to n− 1.
The status of bit position i, bi ∈ {0, 1}, dictates the inclusion or exclusion of
OWPP gi within a radial feeder, i.e. if bi = 1 within j, gi is included in the
associated feeder, if bi = 0 within j, gi is excluded from the associated feeder.

In discussing a binary string j, it is helpful to reference specific bit positions
throughout the string. The terminology used within is outlined in Fig. 4.3. The
least significant bit of value one is called α. The most significant bit of value one
is γ. Addition and subtraction operations are used to reference neighbouring
bits of α and γ, but the only bits of concern are of value one, hence positions
of value zero are ignored. Bit position β refers to any position of value one
between α and γ inclusive.

[ 0 1 0 1 ... 0 1 1 0 ]
n-1 n-2 n-3 n-4 3 2 1 0

γ γ − 1 α + 1 α

β

Figure 4.3: Notation used for binary representation of OWPPs.

Considering only bit positions of value one are of interest, at times a string j is
written with a superscript (+). This notation refers to the subset j+ := {i ∈
j : bi = 1}. It is important to understand however, that bit positions remain
constant between j and j+. For example if j = [01010], then j+ = [11] but the
bit positions of status one in both j and j+ are the same (i.e. i ∈ 1, 3).

If a j contains more than one bit position of status equal to one (i.e. bi = 1), it
can be split at bit position β and rewritten as the sum of two smaller binary
strings as in:

j = jβ + jc
β , (4.3)



78 HVAC TRANSMISSION CONSIDERING MULTIPLE OWPPS

such that:
(i ∈ j+

β )
⋂

(i ∈ jc+
β ) = ∅ and

(i ∈ j+
β )

⋃
(i ∈ jc+

β ) = (i ∈ j+).
(4.4)

Here jc
β is the complement of jβ . Advancing the bit position β from position α

to γ − 1 results in the following sets:

Cj = {jβ , β ∈ j+ : β < γ}.

Cc
j = {jc

β , β ∈ j+ : β < γ}.
(4.5)

Now, for each element jc
β ∈ Cc

j that consists of more than one bit position of
status equal to one (i.e. bi = 1) we can apply the same splitting operation to
obtain sets equivalent to (4.5) for jc

β rather than the original j. In fact, this
can be done iteratively for all resulting jc

β with more than a single bi equal to
one. What we are therefore interested in, is finding for a given j and β, the set
of all unique combinations of binary strings j that satisfy generalized versions
of (4.3) and (4.4) for two to n binary strings j. This set is found by taking all
k-combinations of j ∈ B as in:

Eβ =
(

B

k

)
(4.6)

such that:∑
j∈k

j = jc
β , j ̸= jc

β ,
⋂
j∈k

(i ∈ j+) = ∅,
⋃
j∈k

(i ∈ j+) = (i ∈ jc+
β ). (4.7)

Constraint (4.7) ensures that all the selected k-combinations sum to jc
β without

duplication of the trivial solution and that all OWPPs gi that occur in jc
β are

also present in the k combination once and only once.

The exhaustive combinatorial search space is then calculated by taking the
Cartesian product between jβ and Eβ as in (4.8). Physically, H describes all
the ways n OWPPs can be interconnected. Describing the combinations in this
way provides a clear presentation of the indices of iteration. There are three
nested loops: j, jβ and k.

H = jβ ×Eβ : ∀j ∈ B,∀jβ ∈ Cj (4.8)

4.2.4 Greedy Search

Sets A to H serve as a purely mathematical model, providing an abstract
representation of the combinatorial search space. They define the possible
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combinations of OWPPs on a radial feeder. On the other hand, sets of physi-
cal topologies can also be established, encompassing an additional layer that
incorporates the properties of the physical system, specifically the electrical in-
frastructure. To build these so called topological sets, the combinatorial sets are
utilized as a mapping mechanism to ensure comprehensive coverage of the en-
tire search space. The topological sets constitute the physical space that needs
to be explored in order to discover the optimal transmission topology. To ef-
ficiently search this space, a greedy search algorithm has been devised. The
output from the greedy search algorithm is the topological set T h, the set of
lowest cost radial topologies, using a single export cable, for the combinations
of OWPPs described by B. The method for calculating T h using the greedy
search algorithm follows. For visual reference and guidance throughout the ex-
planation, consult Algorithm 3, which includes a flow chart and pseudo code
representation of the greedy search algorithm.

Algorithm 3: Greedy Search Algorithm.

1

START

T h ← T b

T h

th,mv
j , th,hv

j

th
j

tβ

mv cable
removed?

Re-solve (4.12) t′j

Queue in T h
jβ

T e
β

te
k

last
te
k ∈ T e

β?

te
k++

Add min(T h
jβ

) to queue T h
j

th
j ++

tβ++

last
tβ ∈ T c

j ?

Add min(T h
j ) to

queue T h at j

mv,
hv done?

last
th

j ∈ T h?

T h

END

Yes

No
No

Yes

No

Yes

No

Yes

No
Yes

1: START
2: T h ← T b

3: for th
j ∈ T h do

4: for th
j ∈ {t

h,mv
j

, th,hv
j
}

do
5: for tβ ∈ T c

j do
6: if

MV cable removed?
then

7: Re-solve
(4.12)

8: end if
9: for te

k ∈ T e
β do

10: t′
j = tβ ∪ je

k

11: T h
jβ

.add(t′
j)

12: end for
13:

T h
j .add(min(T h

jβ
))

14: end for
15: T h.add(min(T h

j ))
16: end for
17: end for
18: Return T h

19: END
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Topological basis set T b. Pseudo code lines 1–4

The notation T b to T h is employed for topological sets, where the superscripts
correspond to the associated combinatorial sets. A member of a topological
set, such as tb

j ∈ T b, represents a valid transmission topology that connects the
combination of OWPPs defined by j ∈ B to the PCC. The rank of a topology
refers to the number of OWPPs connected within it. A topology is considered
full rank when it includes all OWPPs.

The topological set T b serves as the basis set of topologies, as it encompasses
all combinations described in B. T b will be the initial guess for the set T h

(pseudo code line 2). All other topological sets will be derived by combining
elements from T b.

More specifically, T b consists of at least one topology for each j ∈ B. The
topology set tb

j is formed through the union of tb,mv
j and tb,hv

j (pseudo code lines
3 and 4). The topology tb,mv

j connects the OWPPs in combination j, giving
priority to medium voltage connections. On the other hand, tb,hv

j connects the
OWPPs in combination j, prioritizing high voltage connections.

The distinction between medium voltage and high voltage topologies lies in the
constraints imposed during the placement of the OSSs. The topologies in T b

represent the simplest combinations of j OWPPs, where all OWPP feeders,
whether medium voltage or high voltage transmission lines, are gathered at a
single OSS. From there, a single export cable connects to the PCC. Examples
of tb,mv

j can be observed in Fig. 4.5 (in the subsequent section), labeled as tb
12

and tb
15. The approach to OSS placement differentiating tb,mv

j and tb,hv
j is as

follows.

The Cartesian coordinates (xo
ω, yo

ω) of the candidate OSS located at ño
ω, consider-

ing the combination of OWPPs specified by j, are determined by minimizing the
non-linear objective associated with the edge length connected to the OSS as in
(4.9). This is done using the interior point line search algorithm as implemented
in the Ipopt solver [192].

min
( ∑

(m,n)∈Eo

∥(m, n)∥
)

, where Eo = {(m, n) ∈ E : m = ño
ω or n = ño

ω}

(4.9)
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In the case of a high voltage topology, tb,hv
j , (4.9) is subject to the constraints:

min(xg
α, xd

d) ≤ xo
ω ≤ max(xg

α, xd
d) and

min(yg
α, yd

d) ≤ yo
ω ≤ max(yg

α, yd
d),

(4.10)

where the Cartesian coordinates (xg
α, yg

α) and (xd
d, yd

d) represent the geographical
locations of OWPP α and PCC d respectively. It is important to recall that
α corresponds to the first bit position with a value of one, which directly
corresponds to an OWPP. Therefore, OWPP α refers to the geographically
closest OWPP to the PCC that is included in the combination j. Constraint
(4.10) is visualized as Region A of Fig. 4.4.

Figure 4.4: HV (A) and MV (B) OSS placement constraints.

In the case of an medium voltage topology, tb,mv
j , (4.9) is subject to the con-

straint:
(xo

ω, yo
ω) ∈ Amv

α (lmv,max
α ) ∩Amv

α+1(lmv,max
α+1 ). (4.11)

In this context, Amv
α and Amv

α+1 represent the areas surrounding OWPP α and
α + 1 respectively, with a radius of lmv,max

g . The value of lmv,max
g corresponds

to the distance threshold where transmitting electricity in MVAC is more cost-
effective than constructing an OSS and transmitting in HVAC. This threshold
is defined as the distance at which the cost of ℓmv

mg
gno

1
(a transmission line in

MVAC) is equal to the sum of the costs of ℓhv
mo

0no
1

(a transmission line in HVAC)
and ωo

0 (an OSS). Visualization of this constraint can be found in Region B of
Fig. 4.4. If the intersection of Amv

α and Amv
α+1 is an empty set, it implies that

tb,mv
j does not exist, and the only available topology at j is the high voltage

variation.

The rationale behind defining tb,hv
j and tb,mv

j using constraints (4.10) and (4.11)
is to ensure that the search space encompasses potential locations for the optimal
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placement of the OSS to interconnect neighboring OWPPs using both medium
and high voltage cables. The non-continuous, piecewise cost associated with
transitioning from medium to high voltage cables (i.e., the need to construct
an additional OSS) makes it unlikely for a single OSS position to satisfy both
configurations simultaneously. Therefore, by considering separate topologies for
high voltage and medium voltage connections, the search space is expanded to
account for the different cost trade-offs and to provide flexibility in selecting
the most suitable OSS configuration.

Once the candidate location for the OSS is determined as above, the calculation
of the necessary transmission cables can be carried out. The objective is to
identify the most cost-effective option among a medium voltage cable and a high
voltage cable with an additional OSS located at the OWPP node. From this,
a cost per unit length cℓ,pu

mn is assigned to each transmission cable. The final
positions of the candidate OSSs are subsequently determined (again using the
Ipopt solver [192]) by minimizing the total cost associated with the connected
transmission lines, expressed as follows:

min
( ∑

(m,n)∈Eo

cℓ,pu
mn ∥(m, n)∥

)
, where Eo = {(m, n) ∈ E : m = ño

ω or n = ño
ω},

(4.12)

Crossing Topologies. Pseudo code lines 5–11

Figure 4.5: Crossing topologies for n=4 OWPPs. Moving from left to right the
topologies are tb

15, tβ , t′15, te
k and tb

12.

The sets T c
j , T e

β and T h are generated through a process of crossover involving
the base topologies in T b. This crossover operation is akin to the technique
employed in a genetic algorithm, where two valid parent solutions are combined
to produce a new valid descendant solution. However, unlike a genetic algorithm,
the crossover procedure described here is entirely deterministic and follows the
path of steepest descent.



TNEP FORMULATION 83

If a topology th
j consists of multiple OWPPs, it can be divided at OWPP β into

two or more partial topologies:

th
j = tβ + te

k, (4.13)

The topology tβ is formed by including the OWPPs α to β from the original
topology th

j (pseudo code line 5). On the other hand, the topologies te
k consist of

OWPPs β+1 to γ (pseudo code line 9). To create tβ , all upstream infrastructure
in th

j that serves OWPPs beyond β is removed. As a result, tβ represents a
topology where OWPPs α to β are connected to an OSS via an oversized export
cable with sufficient capacity for OWPPs α to γ. If a medium voltage cable
connection is removed as part of this step, it is possible the chosen OSS location
can be further optimized. As a consequence the location is re-calculated using
(4.12) (pseudo code step 7)

The topology te
k is obtained by eliminating all infrastructure downstream of the

OSS from k topologies in T b. This removal is carried out in such a way that
condition (4.4) is met. Consequently, te

k represents a topology comprising of
OWPPs β + 1 to γ, where the OSS(s) serve as the most downstream component,
implying that there is no connection to the PCC. The set T e

β encompasses all k
combinations in T b that satisfy condition (4.7).

The creation of tβ and te
k is demonstrated in Fig. 4.5 for a simple four OWPP

example, with j = [1111] and β = 1. The derivation of tβ starts from th
15, as

shown on the left side of the figure. Conversely, te
k is derived from th

12, starting
from the right side. In the center of the figure, a novel topological variation on
th
15 is formed by connecting the OSS of tβ and te

k using a new high-voltage cable.
In the general case, this newly created topology is referred to as t′j (pseudo code
line 10).

Iterating through the indices j, β, and k according to (4.8) enables the identi-
fication of all t′j topologies (pseudo code lines 3, 5, 9). This process leads to
the creation of sets T c

j , T e
β, and the exhaustive search space denoted by T h.

Exhaustively exploring this search space using a brute force approach would
yield the globally optimal solution. Unfortunately, this approach becomes in-
feasible for practical purposes as the number of OWPPs grows, resulting in a
combinatorial increase in the problem size.

To overcome this limitation, the greedy search algorithm aims to find high-
quality solutions while exploring only a fraction of the search space, providing
a more feasible and efficient approach for larger OWPP configurations.

Instead of traversing the entire combinatorial space, the algorithm maintains
ordered queues T h

jβ and T h
j (pseudo code lines 13, 15), which store only the

topologies with the lowest costs (as outlined in section 4.2.5).
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4.2.5 Optimal radial topology

Having found T h using the greedy algorithm, the next step is to calculate the
optimal radial topology. To do so we begin by understanding the elements of
T h. T h is a set of ordered queues. One queue, T h

j , for each value of j ∈ B.
The first element of T h

j is the optimal radial connection topology for j OWPPs
to the PCC via a single export cable. We call this topology th∗

j and the subset
of all th∗

j ∈ T h, T h*.

We are looking for the optimal topology for j = 2n− 1 OWPPs using 1 ≤ k ≤ n
export cables. To do this we calculate a set of full rank topologies, T fr, from
T h* as in:

T fr =
(

T h∗

k

)
such that:

∑
tj∈k

j = 2n − 1 (4.14)

The lowest cost topology in T fr, tfr∗, is the optimal radial topology with
1 ≤ k ≤ n export cables, connecting n OWPPs to the PCC. The proof of this is
simple and as follows. Since no meshed topologies are permitted, we can say
in general that the optimal radial topology of 1 ≤ k ≤ n export cables must
be the union of k independent radial topologies tj such that

∑
tj∈k j = 2n − 1.

The cost of such a topology would be the sum of the costs of the individual
topologies and the lowest possible sum of individual topology costs occurs when
each independent topology is the optimal, i.e. th∗

j ∈ T h∗.

4.3 Results

4.3.1 Test cases

To validate the greedy search algorithm, four test cases of increasing size are
solved with the presented greedy search algorithm and an MILP benchmark. The
benchmark MILP is built using the TNEP formulation of PowerModels.jl [193].
The Gurobi solver version 0.9.14 [194] is used to solve the MILP problem. All
results were obtained on a standard Dell lap-top with an intel core-7 1.9 GHz
processor and 16 GB of RAM.

Each of the four test cases are modelled considering a single PCC, a 66 kV
MVAC candidate network, a 220 kV candidate HVAC network and a 400 kV
candidate HVAC network. The smallest test case has only two OWPPs and is
used for demonstrating the structure of the problem. The four and six OWPP
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cases are of arbitrary regions, but the final test case with 8 OWPPs is based on
the Belgian offshore wind development zone one.

Infrastructure sizing is calculated using the cost model presented in section A.
CAPEX, losses and reliability via corrective maintenance and EENT are consid-
ered. It must be noted that at the time of the research, the cost of installation
of 400 kV cables was considered similar to that of 220 kV. Unfortunately this
assumption was wrong due to the requirement of using three single core cables
versus a single three core cable. As such, the 400 kV topologies presented below
are cheaper than they would be in reality. This, however, does not impact the
methodology or conclusions drawn.

Benchmark model

The computation time of the TNEP increases exponentially with the number
of binary variables (candidate equipment) modelled. As previously discussed,
in green field problems such as the OW-TNEP, the number of binary decision
variables increases rapidly. This is particularly true in the case where multiple
candidate OSS locations are desirable. To evaluate the computational scalability
of the benchmark TNEP we compare it to several implementations found in
the literature with a similar number of binary variables. To this end, Fig. 4.6
shows the timing of the benchmark TNEP along side reported computation
times of comparable problem formulations (medium voltage collection circuit
formulations) that have a similar number of binary decision variables. As can
be seen, our implementation is computationally representative of the problem
class as a whole.

Ref Binaries Hours
[195] 3000-4000 23.3*
[195] 2000-3000 3.5
[196] 1500-2500 0.75
[196] 1500-2500 0.3

*Author cites memory constraints
for high computation time. 0 1,000 2,000 3,000 4,0000

1
2
3
4
5
6

Number of binaries

Co
m

pu
ta

tio
n

tim
e

[h
]

Figure 4.6: Typical computation times in state of the art MILP implementations
in medium voltage collection circuit optimization for a similar number of binaries
(left). Computation times of the TNEP MILP benchmark (right).
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Test cases 1, 2 and 3

Table 4.3: Case 1: Summary of
OWPP capacities (top) and candi-
date cables (bottom).

OWPPs [MW]
g0 350
g1 250

Candidates
kV Amount
66 16
220 8
400 8

Total 32
Figure 4.7: Case 1 Possible 220 kV connec-
tions for 2 OWPPs (left). Optimal Topol-
ogy (right).

Case one with two OWPPs is described in detail here to provide a simple
example of how the problem is structured for the benchmark TNEP. The 220 kV
TNEP candidate grid for case one is shown on the left side of Fig. 4.7 with
the capacities of modelled OWPPs listed in the top of Table 4.3. In the figure,
medium voltage connections are shown in red and high voltage connections
in black. OSSs are black dots. There are three possible candidate connection
topologies considered:

• The first connects both OWPPs using medium voltage cable to a single
OSS before connecting to the PCC.

• The second connects the second OWPP at 220 kV to the first at an OSS
located at the first OWPP concession, before connecting to the PCC. This
topology requires two OSSs.

• The final topology uses three OSSs, one at each OWPP to step up to
220 kV and then a third collection point prior to transmission to shore.

The three candidate grid topologies reflect the connection options consisting
of one, two or three OSSs. In all cases the OSSs are optimally placed using
(4.12). The option to connect each OWPP directly to the PCC is also included.
If considering these candidate connection options for both 220 kV and 400 kV
the total candidate lines required are as in Table 4.3. This corresponds to the
candidates present in the set T h found by the greedy search algorithm. For
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the remaining cases, candidates are modelled in a similar way to match the
candidates in the TNEP with those present in T h.

The optimal solution topology for case 1 is shown on the right side of Fig. 4.7.
Both the TNEP and greedy search find the same solution topology with objective
functions and computation times as in Table 4.6. The main characteristics

Table 4.4: Cases 1-3 Summary of Results.

Case Number
of OWPPs

Candidate
Lines

TNEP
[Me]

Greedy
[Me]

TNEP
[s]*

Greedy
[s]*

1 2 32 358.1 357.9 36.1 36.4
2 4 307 1102.4 1103.0 50.2 48.7
3 6 1924 1974.1 1973.6 672.5 67.9

*Note: computation times include problem set up and solve time

for the four and six OWPP cases, including concession capacity and average
distance from shore, is provided in Table 4.5. The number of candidate lines,
objective function and computation times are listed in Table 4.6. For both test
cases the TNEP and greedy search find the same optimal topology. Additionally,
there is very little difference computationally in the four OWPPs case. In the
six OWPPs case, however, the greedy search arrives at the optimal solution in
about 10 % of the time.

Table 4.5: Cases 2-3 Summary of OWPP capacities [MVA].

Case g1 g2 g3 g4 g5 g6 km*
2 500 600 450 400 - - 61.6
3 500 600 450 550 400 600 69.2

*Note: Mean OWPP to PCC distance specified.

Test Case 4 - Belgian North Sea

The Belgian offshore development region one has an area of 238 km2 and
installed capacity of 2.3 GW. This test case is based on this region considered
as a green field development area. As in the introduction we approximate it
by 8-250 MW OWPPs placed at the coordinates of the existing concessions.
A 220 kV substation at Zeebrugge is the PCC. The same coordinates of the
OWPPs and PCC as summarized in Table 4.1 are used.

Unfortunately, it was found that modelling all the candidates considered within
T h with the benchmark TNEP was computationally intractable. An attempt
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to solve the problem directly using the TNEP model resulted in an optimality
gap of 21.7% after 15 hours of computation. The best solution at that time was
1129.5 Me.

As no solution topology was found directly using the TNEP an alternative
benchmark is the used. The solution from the sequentially cascading MILP
found in [190] is used. Recall that transmission voltage options in that problem
formulation include 33 kV and 132 kV in addition to the 66 kV, 220 kV and
400 kV considered by the greedy search. It is therefore a larger problem size
than that solved by the greedy search. This is important to remember when
comparing computation times.

In Fig. 4.8 the optimal topologies found by the greedy search algorithm and the
cascading MILP are shown. Moving from left to right we see the optimal 400 kV
and 220 kV topologies found by the greedy search algorithm. On the right side
is the optimal topology found in [190]. The associated costs and computation
times are summarized in Table 4.6. A detailed breakdown of infrastructure
capacity, location and costs is provided in Tables 4.7, 4.8 and 4.9. In Table 4.7,
CM and EENT are corrective maintenance and expected energy not transmitted
respectively. For details on how these quantities are calculated refer to the
economic model provided in Appendix A.

Figure 4.8: Optimal topologies for belgian offshore. (I) Optimal 400 kV topology.
(II) Optimal 220 kV topology. (III) Topology found in [190].

In the table, four cases are listed. The first two refer to the best 400 kV and
220 kV topologies that were found using the greedy search. The last entry
refers to the best topology found in [190]. The entry marked Greedy III is a
topology returned as part of the ordered queue in T fr that matches identically
that found in [190] allowing a direct comparison between the two methods. We
can see that not only was the greedy algorithm able to find an overall better
220 kV solution but it was also able to find a better version of the best solution
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Table 4.6: Case 4 Summary of Belgian Offshore Results.

Case kV HV cable[Me] MV cable [Me] Total [Me] Time [s]
Greedy I 400 392 192.6 1049.3 344*
Greedy II 220 514.6 205.2 1131.2 349*
Greedy III 220 519.1 169.7 1142.7 349

[190] 220 492.5 200.5 1146.7 ≈9 days
*Total greedy search time is 693s the sum of the 400 kV and 220 kV runs.

found in [190]. Notice that Greedy III is actually 4M€ less than the same
topology in [190]. Comparing the cable costs in Table 4.6 we see that Greedy III
positioned the substations to reduce to required medium voltage cable, making
up the difference instead by extending the high voltage connections. This results
in an overall lower cost topology. Better positioning of the OSS is a major
advantage of greedy search and a draw back of the MILP formulation. With
integer placement of candidate OSSs as is necessary in an MILP the optimal
location may be missed and the truly optimal topology overlooked.

Table 4.7: Belgian Offshore Topology Cost Comparison in Me.

Topology Materials Labour CM Losses EENT Total
I 518.5 251.0 147.6 74.0 58.2 1049.3
II 533.2 335.2 167.1 51.6 44.1 1131.2
III 552.8 321.0 172.0 54.4 42.6 1142.7

4.4 Conclusions

In this chapter, a novel OW-TNEP model has been developed to address the
gap in the literature for intermediate capacity networks, bridging the existing
high and low-level models. In the process, several significant conclusions and
observations have been made. The study has revealed that while mathematical
programming approaches can provide a mathematically global optimal solution
for offshore wind transmission systems, the strict requirements on the search
space or on the problem formulation can eliminate a priori desirable solutions.
Algorithmic approaches, on the other hand, such as the greedy algorithm
presented in this chapter, may present the opportunity to search an expanded
search space and a more elaborate problem formulation resulting in a superior
solution despite not providing a guarantee on global optimality. It is important
to remember that the mathematically optimal solution is for the mathematically
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Table 4.8: Belgian Offshore Topologies - HVAC Cables.

Topology Start End km kV cables mm2 Me
I A PCC 25.5 400 1 500 71.6
I B PCC 38.01 400 2 500 188.1
I C PCC 50.07 400 1 500 132.3
I 1-8 A,B,C 25.1 66 6 150 192.6
II A PCC 25.41 220 2 400 91.8
II B PCC 34.05 220 2 400 121.6
II C PCC 45.95 220 3 1000 301.2
II 1-8 A,B,C 27.04 66 6 150 205.2
III A PCC 25.41 220 2 400 91.8
III B PCC 38.01 220 5 630 361.5
III C B 11.75 220 3 400 65.8
III 1-8 A,B,C 21.57 66 6 150 169.7

Note: Specified MV cable is that required in addition to the
MV cable within the collection circuit proper.

Table 4.9: Belgian Offshore Topologies - OSS.

OSS Transformers
MVA

Reactors
MVAR Latitude Longitude Me

I-A 2-250 75 51.52869 3.01098 110.9
I-B 2-500 250 51.61862 2.90056 189.1
I-C 2-250 150 51.68853 2.75639 111.4
II-A 2-250 50 51.52814 3.01196 110.9
II-B 2-250 75 51.59112 2.93795 111.1
II-C 2-500 200 51.66676 2.80965 189.4
III-A 2-250 50 51.52814 3.01196 110.9
III-B 2-380 300 51.61862 2.90056 192.6
III-C 2-380 50 51.68392 2.76749 150.5
Note: Reactor cost is included in the cable cost.
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defined search space, which can be an oversimplification of the physical problem
at hand. Unfortunately, this is often overlooked in current state of the art
models. In some cases, the most desirable solution may be excluded a priori in
mathematical programming due to structural requirements on the search space,
such as convexity or linearity. In the case of mixed-integer expansion planning
problems, the heuristics used to define candidate equipment may also exclude
this solution.

In this chapter, the proposed OW-TNEP formulation has been presented.
First, it has been demonstrated that using a traditional approach based on
integer positions of candidate OSSs can be problematic due to the combinatorial
explosion of the number of binaries required for the candidate infrastructure. An
alternative formulation using a greedy algorithm has been proposed. Underlying
the greedy search approach is a multi-layer, set-based description of the search
space. The sets describing the underlying combinatorial layer form the first
layer, and a topological layer containing the physical characteristics of the
problem is mapped over the top. The greedy search can efficiently search
the topological search space for high-quality solutions, returning a priority
queue of optimal topologies for all possible connection combinations of the
OWPPs passing through a single export cable. From the greedy search result, a
simple method to determine the optimal topology with 1 ≤ k ≤ n export cable
connections to the PCC has been presented.

The greedy search has been benchmarked against a MILP formulation of the
TNEP problem for four test cases of two, four, six, and eight OWPPs. In all
cases, the greedy search has found either the same quality solution or better.
Computation time was also similar for problems up to four OWPPs and an
order of magnitude faster for the larger problem sizes. In the case of the eight
OWPPs zone, which was based on the Belgian offshore, the greedy search not
only found a better solution than the benchmark but also found a better version
of the optimal solution returned by the benchmark. The improvement on the
benchmark topology was due to the ability of the greedy search to optimally
place OSSs in a continuum, rather than the integer placement within an MILP.



Chapter 5

Very large offshore wind
development zones

5.1 Introduction

In this chapter1 a novel approach using the machine learning technique of
Association Rule Mining (ARM) is proposed as a method of reducing the size
of the combinatorial search space in greedy search algorithm via dynamically
generated constraints. As the size of wind development zones grow larger and
the number of concessions climb, the combinatorial explosion rapidly grows
beyond what is feasible using the greedy search algorithm. This point occurs
after about twelve OWPPs.

Within the literature very few applications of machine learning in relation to
the field of power system planning can be found. In terms of power system
optimization the attention has focused mostly on operation and control, power
flow calculations, optimal dispatch and the data rich areas of energy management,
energy forecasting and electricity markets [37,47,197–199]. The proposed hybrid
greedy-ARM optimization approach is an attempt to demonstrate that power
system planning too, can benefit from the optimization techniques developed as

1The work of this chapter has been published as: Stephen Hardy, Hakan Ergun
and Dirk Van Hertem, ‘Application of Association Rule Mining in Offshore HVAC Transmis-
sion Topology Optimization.’, in the Journal Electric Power Systems Research. The content
of the paper has been modified here to make it consistent with the other chapters of this
dissertation. The first author is the main author of the paper.

92
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part of machine learning. To the best knowledge of the authors this is the first
time ARM has been applied in such a manner.

In the following section the developed technique is presented. This includes
how a representative synthetic data set of OWPPs is generated as well the data
mining procedure used to discover patterns within the synthetic data which are
then used to generate constraints to shrink the search space of the greedy search
algorithm. The developed approach is applied to 18 case studies ranging in size
from eight to 21 OWPPs. The results of the hybrid algorithm are compared
to the basic greedy search algorithm when possible. When not possible, due
to tractability, the predicted error is calculated and kept small. A sensitivity
analysis on model parameters is also performed.

5.2 Clustering large scale OWPP regions

5.2.1 OWPP Clusters

Figure 5.1: Structure of OWPP Clusters. (a) A single concession. (b) A block
(#) cluster. (c) A parallel (∥) cluster. (d) A perpendicular (⊥) cluster.

As in section 4.2.2 an OWPP is modelled as an area of size Ag
g = P g

g /ρg, where
P g

g and ρg are the capacity of the OWPP and the wind energy density of the
region respectively. Rather than assuming a circular concession, however, for
the purpose of the ARM-greedy hybrid search, each concession is modelled
as a square of height, h and width, w as in Fig. 5.1(a). The connection
point for medium voltage cable is the centroid of the square. Clusters of
OWPPs are then formed by positioning OWPPs side by side with each other
either horizontally or vertically as in Fig. 5.1(b)-(d). Three representative
cluster shapes are considered. The first, stacks the OWPPs both vertically and
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horizontally relative to each other forming a block of OWPPs. This type of
cluster is illustrated in 5.1(b) and is referred to as a block cluster (#). The
second cluster type, termed a parallel cluster (||) is constructed by positioning
OWPPs in a strip along the shore line as in 5.1(c). The last cluster type, termed
a perpendicular (⊥) cluster, is created by stacking OWPPs vertically while
moving in a line away from shore as in 5.1(d).

The three cluster types are meant to model the extremes one could find, in
terms of relative position of OWPPs to one another. In practise, most offshore
regions would likely be classified as a block cluster but may have a principle
axis lying more in the parallel or perpendicular direction relative to shore and
the PCC.

A cluster is described by six parameters. The capacities of the concessions
G = {g1, g2, ..., gn}, the total number of concessions in the cluster, n, the
Euclidean distances of the of the closest and furthest OWPPs to the PCC, L
and L respectively, and the minimum and maximum angles created by any two
OWPPs connected to the PCC, θ and θ respectively. These parameters are
illustrated in Fig. 5.1.

5.2.2 Generating synthetic OWPP data

ARM is a machine learning technique that is applied to large data sets in order
to identify useful patterns which can inform decision making. Currently, no
such data sets exist for OWPP connections. As such an alternative approach, of
generating a synthetic data set of representative OWPP connections is proposed.
A rule making population K is generated with member κ defined by the following
six descriptive variables:

κ = f(P g
i , P g

j , li, lj , θij ,B). (5.1)

The variables P g
i and P g

j are the capacities in MVA of two OWPPs, i and j,
to be radially connected to a PCC. OWPPs i and j are a Euclidean distance
of li and lj kilometers from the PCC respectively and their Eucliean distances
form an angle of θij with each other when measured at the PCC. The final
variable, B ∈ {0, 1}, defines the optimal connection method. It is equal to one
when the lowest cost connection is to group the OWPPs described by the first
5 variables into a single common export cable connection to the PCC and zero
if it is cheaper to connect the OWPPs in isolation of each other. Each member
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κ is drawn from a domain defined by the constraints:

P g
i , P g

j ∈ P g
g ; li, lj ∈ L; θij ∈ ∡

P g
g = {P g

i =
∑

k∈(G
k),

gi∈k

gi : P g
i ≤ G−min(G)}

L = {li = L + ∆l : li ≤ L and ∆l ∈ Z+
0 }

∡ = {θij = θ + ∆θ : θi ≤ θ and ∆θ ∈ Z+
0 },

(5.2)

where G, L, L, θ and θ are the variables described above for an OWPP cluster
under consideration. G is a parameter that is set to the maximum desirable
OSS size. Notice that P g

i is the sum of capacities for k OWPPs gi and that
whether k is equal to one or to n, a member κ does not differentiate. ∆l and
∆θ are both step sizes that discretize the search space. They can be adjusted
based on computational requirements.

5.2.3 Association Rule Mining (ARM)

The first instance of ARM was presented in [200] where it was used to search
for useful relationships in point of sale transactions at supermarkets in order
to improve sales. It has since been applied to a wide variety of problems as
diverse as medical diagnosis [201] and power system restoration [202]. The
principle advantage of using ARM over other supervised learning classification
approaches, such as an Artificial Neural Network (ANN) or a Support Vector
Machine (SVM) are the human interpretable rules that are obtained. While
ANNs can be a black box of sorts, the output of an SVM is also difficult to
comprehend due to the large number of numerical parameters, i.e. the support
vectors [203]. ARM on the other hand, finds association rules in the human
readable form of a logic statement as in:

X ⇒ Y | X ∩ Y = ∅ (5.3)

where X and Y are sets of items within a database D. Having human readable
output has the advantage of easing integration with other optimization methods
such as the greedy search algorithm. ARM depends on two properties of D: the
support p and the confidence P . Support is the frequency at which X occurs in
the N entries of D as in:

p = |X|/N. (5.4)
The vertical bars are used to indicate the cardinality of the enclosed item set.
Confidence is the conditional probability that an entry which contains X also
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contains Y . It is expressed as:

P (X ⇒ Y ) = |XY |/|X|. (5.5)

The rule mining is divided into two steps. In the first step, a list of all the item
sets in D with a minimum threshold of support, pt, is found. These item sets
are referred to as the “frequent item sets”. In the second step, the frequent item
sets are reduced to include only those having a minimum level of confidence in
reference to a different frequent item set. Computationally, the difficult part
of this process is listing the frequent item sets, as the possible combinations
increase exponentially with the number of items in D. As such, there has been
much research devoted to developing algorithms which can mine frequent item
sets efficiently.

The apriori algorithm is the most widely known algorithm for mining frequent
item sets. It uses a breadth first search. Other algorithms employ different
search strategies such as depth first (the eclat algorithm [204]) or a pre-fix tree
(the fp-growth algorithm [205]). Determining if a certain algorithm is better
suited for this particular application is out of scope. In this work we mine
frequent item sets using the apriori algorithm as in [206]. The pseudo code is
presented in algorithm 4. The apriori algorithm is efficient at mining frequent
item sets as it takes advantage of the downward closer principle. According to
the downward closer principle an item set of length k can only be a frequent
item set if all of its subsets of length k − 1 are also frequent item sets. The
downward closer principle can be seen in the Pseudo code on line 14.

The apriori algorithm cannot be directly applied to the population K. First
we must condition the data into an apriori appropriate format. To do this, we
begin by defining a set of unique items I = {I1, I2, ..., Im}, where each item
Ii is either a member of the set {0, 1} or satisfies at least one of the following
inequalities:

Ii ≤ P g
i , Ii > P g

i ∀P
g
i ∈ P g

g ,

Ii ≤ θij , Ii > θij ∀θij ∈ ∡,

Ii ≤ lij , Ii > lij ∀lij ∈ Lij

(5.6)

Here P g
g and ∡ are as in (5.2) and Lij is the set of Eucliean distances from

OWPP i to j. We then create length five subsets of I, T = {I1, ..., I5} called
transactions. A transaction is derived from a member κ ∈ K. Four of the items
in a transaction are inequalities satisfying (5.6), one for each of the variables
(P g

i , P g
j , θij) ∈ κ and one considering the inter-OWPP distance lij . The fifth
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Algorithm 4: Apriori Algorithm
Input: D, pt

Output: frequent item sets: ∪(Fk)
1 Function Apriori(D, pt):
2 F1 ← {∀Ii ∈ D | : pi ≥ pt}
3 k = 2
4 while (Fk−1 ̸= ∅) do
5 Ck = Generate(Fk−1, k)
6 Fk = Prune(Ck, pt)
7 k = k + 1
8 return ∪(Fk)
9

10 Function Generate(Fk−1, k):
11 for (Xi, Xj) in Fk−1 do
12 Xij = (Xi ∪Xj)
13 if (length(Xij) == k) then
14 if (Xi ⊆ Fk−1,∀Xi ∈ Xij | : length(Xi) == k − 1) then
15 Ck.add(Xij)

16 return Ck

17

18 Function Prune(Ck, pt):
19 for Xi in Ck do
20 if (support(Xi) ≥ pt) then
21 Fk.add(Xi)

22 return Fk

item in a transaction is B ∈ κ. There is at minimum one unique transaction
per population member κ. The set of all transactions is the database D.

The apriori algorithm can then be applied to D to find all frequent item sets
Xk ∈ ∪(Fk). Association rules of the form Sk ⇒ (Xk\Sk) are then calculated
for all the subsets Sk ∈ Xk for all Xk ∈ ∪(Fk). If an association rule has a
confidence above the desired threshold, it is a valid rule and is kept.

In our case we go further when defining a valid association rule. We require a
confidence of one and the additional requirement that the right hand side is
B = 0 (Y of (5.3)). These requirements retain only the rules that are found to
be correct 100% of the time in predicting connections that are not cost effective,
thus eliminating part of the search space. It has been suggested that rules
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with a right hand side of B = 1 could also be used to reinforce the selection of
candidates. Although this is technically true, in practise, this would require
generating a much larger sample population to be a reliable indicator as any
part of the search space that is missed during sampling would be eliminated
without evidence. The underlying logic for this is that a rule with a right hand
side of zero is direct evidence the tested connection is not economic, whereas, a
right hand side of one says nothing about connections to eliminate, rather what
connections should be maintained.

5.2.4 Greedy - ARM Hybridization

To easily understand the output of the ARM and how it is applied to reduce
the required search space, a simple example follows. In (5.7), two possible rules
are presented, one with a left hand side with the minimum possible number of
items; one, (X1 ⇒ Y1) and the other with a left hand side of the maximum
possible number of items; four, (X2 ⇒ Y2). Of course a rule can comprise any
number of items between these two extremes.

X1 = {P g
0 ≥ 750},

X2 = {P g
0 ≤ 250, P g

1 > 500, l0,1 > 10, θ0,1 > 10},

Y1 = Y2 = {B = 0}.

(5.7)

The first rule (X1 ⇒ Y1) states that if the closest of two OWPPs to the PCC has
a capacity greater than or equal 750 MVA, then it is never economic to connect
a second OWPP via a common export cable. The second rule (X2 ⇒ Y2) states
that should two OWPPs be separated by a distance greater than 10 km and
the closest of the two OWPPs to the PCC has a capacity less than 250 MVA
while the furthest has a capacity greater than 500 MVA, then a common export
cable will never be the lowest cost option if the angle formed at the PCC by
the Eucliean distances connecting each OWPP to the PCC is larger than 10o.

Combining ARM with the greedy search permits larger problem sizes to be
solved as the constraints found by ARM can be used to eliminate candidate
topologies within the sets T b and T h. Due to the combinatorial nature of the
problem, topologies eliminated from set T b have a much larger impact than
those from T h. To understand how constraints can reduce the size of these sets,
consider the following example. picture an offshore region with four OWPPs,
each having a capacity of 250 MVA. Within the set T b are candidate topologies
based on the binary string combinations of [1110] and [1111]. If association
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rule X1 ⇒ Y1 in (5.7) is a valid rule, then all variations of topology t15 where
t′ = tβ ∪ te

k = t14 ∪ t1 can be immediately eliminated as the total capacity, P g
i ,

of the three OWPPs in any topology tβ = t14 is 750 MVA which satisfies the
condition of X1.

5.3 Results

5.3.1 ARM Sensitivity Analysis

Prior to testing the proposed algorithm, a sensitivity analysis on the size of
the rule making population and minimum threshold of support is performed.
Clusters of eight OWPPs are arranged in parallel, block and perpendicular
formations. The algorithm is applied considering rule making population
sizes varying from 1000 up to 5000 in steps of 1000 and minimum support
thresholds varying from 1% up to 5% in steps of 1%. Two metrics of algorithmic
quality, namely the percentage of eliminated connections (ϱ) and the associated
error (ϵ), are recorded in this study. Both ϱ and ϵ are computed based on
a control population Kc, which is independent from the population used for
rule generation (K). The calculation of ϱ involves determining the ratio of
eliminated connections to the total number of connections, as in:

ϱ =
|

⋃
i∈R

Kc
i |

| Kc |
. (5.8)

Here, R represents the set of valid association rules discovered, and Kc
i refers

to the subset of Kc where rule i ∈ R is applicable. The symbols | · | denote the
cardinality of a set, indicating the number of elements within the set. On the
other hand, ϵ measures the ratio of wrongly eliminated connections in Kc to
the total number of connections, as in:

ϵ =
|

⋃
i∈R

Kc,B
i |

| Kc |
, where: Kc,B

i = {κ ∈ Kc
i , B ∈ κ : B = 1} (5.9)

In this equation, Kc,B
i represents the subset of Kc

i where the associated binary
variable B equals 1. Again, | · | denotes the cardinality of a set. A high value
of ϱ indicates a significant reduction in the search space, which is desirable.
Conversely, a low value of ϵ (ideally zero) suggests that the selected rules only
eliminate undesirable connections. Fig. 5.2 presents the results of the sensitivity
analysis. Looking at the percentage of connections that can be removed, we can
see that it varies greatly depending on the layout of the cluster with the highest
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percentage of connections eliminated occurring in the parallel layout (59.7%)
and the least in the perpendicular layout (22.5%). This is a logical result as
in the perpendicular layout the furthest OWPPs must pass very closely to the
OWPPs situated nearer to shore, creating the opportunity to supply multiple
OWPPs with a single export cable without significant rerouting away from the
Eucliean distance. By contrast in a cluster with a parallel layout, any OWPPs
that are joined into a common feeder will have to have at least a small deviation
away from straight line connections.

Adjusting the minimum support level also varies in its impact on the number
of connections eliminated by cluster layout considered. Once again it is the
perpendicular cluster that is impacted the most by a change in the minimum
support. Similar logic as above also justifies this result. It is more difficult
to eliminate connections with certainty when the OWPPs are in a line with
each other moving away from the PCC as in the perpendicular case. As the
parallel and block formations are mostly unaffected by changing the support
level between 1% and 5%, it can be inferred that most applied rules enjoy a
level of support above 5%.

The affect of varying the rule making population size has little effect on the
number of connections that can be eliminated implying that similar rules are
discovered with both the smaller and larger populations. As would be expected,
however, increasing the population does have a positive impact on reducing the
error. This of course comes at the trade off of increased computation time (τ)
though. Since the error is quite low even in the worst case at 1.2%, it is difficult
to justify a large rule making population. In the remainder of the cases, unless
explicitly stated, a rule making population of 2000 and a minimum support of
2% are used.

5.3.2 Test Cases

The results from eighteen test cases ranging in size from eight to 21 OWPPs are
presented in this section. The results are summarized in table 5.1. The results
were obtained on a standard Dell lap-top with an intel core-7 1.9 GHz processor
and 16 GB of RAM. In the table the test cases are sorted by cluster shape and
then ordered by the number of OWPPs in a cluster. In terms of descriptive
information about the test cases, the table lists the number and capacity of
OWPPs within a cluster and the average distance the cluster is from the PCC
(cyan columns). All clusters are assumed to have a common capacity among
the OWPPs in the cluster with the exception of the last two test cases listed,
that are made up of 13 and 21 OWPPs respectively.
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Figure 5.2: The variation in the achieved size reduction of the control population
(ϱ), computational time (τ) and error (ϵ) in the control population for the
perpendicular, block and parallel 8 OWPPs cases, considering multiple rule
making population sizes (K) and minimum support levels.
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Table 5.1: Comparison of the unmodified greedy algorithm to the ARM ap-
proach.

[MW] [km] OWPPs [Me] τg [s] τarm [s] ε [%]
Perpendicular

250 65 8 1480 226 711 0.07
250 47 9 1434 814 982 1.05
250 65 10 1743 4042 2548 0.42
250 61 12 2199 84580 11862 0.36

Parallel
250 35 8 1081 283 1397 0.06
250 60 9 1603 1593 2439 0.11
250 75 10 2169 6386 2697 0.08
250 54 12 *1807 161906 14050 0.27

Block K=2000
250 85 8 1678 264 1160 0.08
250 59 9 1609 1313 1774 0.89
250 70 10 1953 6567 2577 0.88
250 40 12 1681 112463 2201 0.37
250 75 15 3069 - 176197 1.41
300 47 16 2933 - 18131 0.51
300 65 18 2833 - 1536 0.15
350 65 20 3492 - 6105 0.42

Fig.5.4 55 13 2946 - 4765 3.96
Fig.5.4 31 21 3546 - 25772 4.26

Block K=5000
Fig.5.4 55 13 2946 - 7207 1.16
Fig.5.4 31 21 3545 - 74449 1.06
*hybrid greedy-ARM algorithm solution topology: 1809 Me.

Four results columns are presented (grey columns). The cost column is the
cost of the optimal topology. Identical topologies were found in all cases for
both the original greedy search and the hybrid approach with the exception
of the one highlighted case involving twelve OWPPs in a parallel formation.
In this case, the hybrid approach found a topology that costs slightly more
(+0.1%). In the timing columns, the time required to find the solution for both
the original greedy search algorithm (τg) and the hybrid-ARM algorithm (τarm)
are provided. In the final column the error as defined in (5.9) is provided.

For perpendicular and parallel cluster layouts only clusters up to twelve OWPPs
are simulated. This is the maximum number of OWPPs that can be compared
directly to the basic greedy search solution. The larger test cases are all modelled
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considering a block shaped cluster. As the original greedy search algorithm is
unable to solve this problem size, the measure of solution quality is from the
error alone. A control population (Kc) of 5000 is used for the calculation.

The main goal of developing the hybrid algorithm was to increase the feasible
problem size that could be solved. This is successfully accomplished as demon-
strated by all cluster sizes presented beyond twelve. Comparing the required
computational times for cluster sizes that can be solved by both methods as in
Fig. 5.3, it can be seen that it is at a cluster size of ten or more that the hybrid
approach begins to out-perform the original algorithm. As is demonstrated by
the difference in the solutions for the parallel cluster of twelve OWPPs, how-
ever, it makes the most sense to use the original algorithm up to twelve OWPPs
and the hybrid approach for anything beyond this point.

While a definitive limit on the feasible problem size for the hybrid approach
has not been established, we can make a reasonable estimate based on the 21
OWPPs problem. Memory constraints, in this case, were at their limit and
would serve as the primary limiting factor when dealing with larger problem sizes.
Although it is feasible to increase memory resources, such an action is likely
unnecessary due to the presence of other limiting factors that impede significant
expansion beyond this level. Factors such as the maximum loss of in-feed or
the maximum feasible OSS size act as deterrents against the development of
excessively large regions. Therefore, with problems sizes beyond this threshold,
it would be advisable to adopt a topological design that involves dividing the
larger region into several smaller, independent ones, as this approach would be
more practical.

For all test cases with a common capacity across the OWPPs, the error remains
very low. There is, however, an increase in the error for the final two test cases,
the only ones with varying sizes of OWPPs included in the cluster. Fig. 5.4
shows the layouts and capacities of each OWPP for these clusters.

The errors in these cases are 3.96 % and 4.26 % for the 13 and 21 OWPP
cases respectively. As this is higher than desirable, the rule making population
was increased from 2000 up to 5000 and the simulations were run once again.
Running these cases with a rule making population of 5000 dropped the error to
an acceptable level of 1.16 % and 1.06 % respectively. A very slight improvement
on the solution to the 21 OWPP case is observed. Although the improvement
of the solution is insignificant at 0.02%, it is good to see that as the error
rises, increasing the rule making population size can have a countering effect on
solution degradation. The solution topologies for K = 5000 are shown in Fig.
5.4.
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Figure 5.3: A log plot comparison of computation times for perpendicular, block
and parallel clusters of 8 to 12 OWPPs.

5.4 Conclusions

This chapter presents an extension of the greedy search OW-TNEP algorithm,
as described in the previous chapter, to allow for its application to very large
offshore wind development zones. The proposed extension dynamically generates
constraints using the machine learning technique of ARM. This significantly
reduces the size of the search space traversed by the greedy algorithm. This
approach addresses the need for robust rules for defining candidate equipment,
as heuristics are often necessary and if improperly defined can lead to the
exclusion of the optimal solution a priori.

The hybrid greedy-ARM algorithm is data-intensive, requiring a large data set
to search for patterns. To address this issue, a method for effectively generating
a synthetic population of OWPP pairs is proposed. Once an appropriately
sized rule-making population is generated, the apriori algorithm is used to
find all frequent item sets, from which association rules are extracted. Valid
association rules are defined as those which predict with 100% confidence, an
interconnection between a pair of OWPPs that will never be part of the lowest
cost topology. These rules are then used to further constrain the search space
traversed by the greedy algorithm.

The hybrid algorithm is tested against the original greedy search for clusters
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Figure 5.4: (I) Layout of 13 concessions-5.2 GW test case. (II) Solution topology
of 13 concessions-5.2 GW test case. (III) Layout of 21 concessions-8 GW test
case. (IV) Solution topology of 21 concessions-8 GW test case. In (I)/(III), the
capacities of the OWPPs are displayed in the top left corner of each concession
in units of 100 MW. In (II)/(IV), the black dots show the optimal location of
OSSs, high voltage export cables in black are at 220 kV and medium voltage
cables in red at 66 kV.
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consisting of up to 12 OWPPs with different relative layouts. In all cases except
one, the hybrid approach finds an identical solution to the original greedy search,
with a degradation of solution quality of only 0.1% in the single exception. The
hybrid algorithm is then applied to larger test cases that are intractable using
the original greedy search algorithm alone, and high-quality solutions are found
for clusters containing up to 21 OWPPs. Although a direct comparison with a
benchmark is not possible for the larger test cases, a measurement of error in a
control population demonstrates that the quality of the solution remains high.
If an increase in error is detected, it can be mitigated effectively by increasing
the size of the rule-making population.

To enhance the scope of the proposed approach, an intriguing expansion would
involve refining the synthetic data generation method to incorporate specific en-
gineering knowledge, which may not be easily expressed as a formal constraint.
This modification would allow for the injection of domain expertise into the pro-
cess. Subsequently, the ARM algorithm can be employed as a pre-optimization
step to extract robust rules from the synthetic data, effectively reducing the
candidate search space before applying traditional optimization methods.



Chapter 6

Transmission planning
considering spatial constraints

6.1 Introduction

In this chapter1 the methodology presented in the previous chapters is extended
to account for multiple PCCs as well as further physical constraints associated
with building at sea. The objective is better thought of as using the rules of
optimization to search for an engineering optimal rather than a mathematical
one as the additional physical constraints considered here are highly non-linear
and vary unpredictably between different offshore regions. More specifically, we
will adapt the greedy search OW-TNEP methodology to consider the bathymetry
of the seabed as well as the no-go zones stemming from marine spatial planning
requirements. Marine spatial planning in the North Sea is very complex as
demonstrated by the Belgian offshore region shown in Fig. 6.1.

Considering this, a generalized mathematical planning model that can deal
with this level of complexity and unpredictability is difficult if not impossible
to develop. The methods of this section therefore attempt to address this
complexity by proposing ad-hoc modifications to the methods discussed in
previous chapters.

1The work of this chapter has been published as: Stephen Hardy, Hakan Ergun
and Dirk Van Hertem, ‘A Methodology for Offshore Transmission System Optimization
Considering Spatial Constraints’, in the 2023 IEEE Belgrade PowerTech conference – under
review. The content of the paper has been modified here to make it consistent with the other
chapters of this dissertation. The first author is the main author of the paper.

107
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Figure 6.1: Hydrography and marine spatial plan of the Belgian continental
shelf [176]. For markup details please refer to the source map in the reference.

6.2 Model

6.2.1 Methodology Overview

There are four main steps in the methodology. First, the domain is described
in detail by including bathymetry data, marine spatial planning information
and meterological data. Next, a set of candidate OSS locations are determined
using a purpose built heuristic that considers both sea depth and shortest cable
routing paths. Third, the greedy search presented in the previous chapters is
adapted to consider the candidate OSS locations and optimal cable routing.
Four, for each voltage level and PCC, the resulting set of topologies T h found
by greedy search, is input into an MIP and the optimal topology considering
multiple PCCs determined. These steps are summarized in Fig. 6.2.

6.2.2 Domain and boundary conditions

The optimization domain as in the previous chapters consists of existing network
nodes (n ∈ N ), candidate network nodes (ñ ∈ Ñ ), edges between nodes (e ∈ E),
OWPPs (g ∈ G), their associated wind power time series (Ψg

g) and PCCs
(d ∈ D). Unlike in the previous chapters however, existing nodes and edges
are tied to points in a three dimensional grid of bathymetry data. Nodes are
therefore defined by a set of three coordinates (xn, yn, zn) rather than only two.
Additionally, nodes are spatially restricted by no-go zones. No-go zones are
regions where no electrical infrastructure can be placed. No-go zones include



MODEL 109

Define bathymetry, no-go zones, concessions, turbines,
wind-power time series.

Find the set of candidate OSS locations.

For each PCC and kV find a set of candidate topologies: T h*

with modified greedy search.

Combine resulting T h* and find final topology with
topological MIP.

Figure 6.2: Overview of Optimization Process.

military zones, dedicated shipping routes or nature protection zones to name a
few. A node in a no-go zone has a z coordinate equal to infinity. Edges connect
nodes and have associated weights that are given by:

∥emn∥ =
√

(xn − xm)2 + (yn − ym)2 + (zn − zm)2. (6.1)

When the approximate location of a candidate node is determined, its final
location is the set of coordinates of the nearest existing node. For the purposes
of this methodology, the turbine locations within a concession as well as the
outer boundary of the concessions are assumed to be known a priori, i.e. both
macro and micro sitting of OWPPs has already been done.

6.2.3 Locating OSS

Candidate OSS Algorithm

In the previous chapter the optimal location of OSSs was based solely on the
minimization of cable cost connected to an OSS. In practice, however, it is
desirable to locate the OSS based on both cable cost and OSS foundation cost
minimization. The cost of an OSS foundation varies with the depth of the
sea as well as other factors, such as soil type. Establishing a soil type to cost
relationship based on available data was not possible and so this work only
considers the variation in depth. If a relationship can be established, however,
the weighted edge method presented below can be easily applied by modelling
soil type as an equivalent depth. The cost of both materials and installation for
the foundation increases as the depth increases. To approximate this relationship
a set of scale factors for water depths between 10 m and 50 m first presented
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in [177] are used. The original scale factors describe a discontinuous stair-case
function. The function is poorly defined at the steps (2 scale factors for a single
depth). As such, a linear approximation of these values resulting in a continuous
water depth dependent scale factor for an OSS is calculated as in:

σ(ζ) = 0.0136 · (ζ − 17) + 0.7676 (6.2)

where ζ is the water depth in meters measured from the seafloor to the surface.
The maximum deviation from the original scale factors using this approximation
is +/-10%.

To account for both seafloor depth and cable cost minimization an algorithm
is proposed that searches for candidate OSS locations at the most elevated
seafloor points in the vicinity of the shortest cable routing paths. These
candidate locations are then compared to the location calculated using cable
cost minimization alone and the best alternative is selected. The proposed
algorithm is outlined in steps 1 to 11 below.

1. For each OWPP g, find its centroid node ng
g ∈ N g. N g is a subset of

N such that its members ng
g are the nodes in N which minimize the

Euclidean distance to the average (x̄, ȳ) coordinates of the turbines within
a concession g as in:

ng
g = argmin(∥(n, n̄)∥) : n ∈ N , (6.3)

where the coordinates of n̄ (the centroid) are calculated as in:

(x̄, ȳ) =

∑
nt

g∈N t
g

(xnt
g
, ynt

g
)

k
. (6.4)

Here N t
g are the nodal locations of the k turbines in OWPP g.

2. Using the A∗ algorithm [29], assuming a 2D Euclidean heuristic (guaran-
teeing admissibility), find the set of shortest paths Rgd connecting each
centroid node ng

g to each PCC node, nd
d. A route rg,d ∈ Rgd is a set of

weighted edges emn.

3. From Rgd find the set of nodes N gd. Node ngd
g ∈ N gd is the node that is

both within the path specified by rg,d and lies on the perimeter of OWPP
concession g.

4. Find the set of subset paths r′g,d ∈ Rgd’ such that r′g,d contains all edges
in rg,d between nodes ngd

g and nd
d.
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Figure 6.3: Generic OWPP concession showing ngd
g , ng

g and r′g,d. Unlabelled
nodes are nt

g ∈ N t
g .

Fig. 6.3 shows a generic concession, identifying nodes ngd
g , ng

g, nt
g and route

r′g,d. The discarded portion of path rg,d when making r′g,d is shown as a dotted
line. The resultant end point of the shortest path, ngd

g , is a good approximation
of where the collection point of the MV grid should occur as it is the point of
the OWPP that minimizes the required cable on route to the PCC. In steps 5
through 7 an analogous procedure to steps 2 through 4 is executed, however, it
is applied to the paths between two OWPPs rather than OWPPs and the PCC.

5. Using the A∗ algorithm, find the set of shortest paths rg,g′ ∈ Rgg’ connect-
ing each pair of nodes ng

g ∈ N g. Paths are undirected, i.e. rg,g′ = rg′,g.

6. From Rgg find the set of nodes N gg. Node ngg
g ∈ N gg is the node that

is both within the path specified by rg,g′ and lies on the perimeter of
OWPP concession g. Due to symmetry both ends of rg,g′ have a node
ngg

g , i.e. the node ngg
g′ that is on the path specified by rg,g′ and lies on the

perimeter of OWPP concession g′ is also a member of set N gg.

7. Find the set of subset paths r′g,g′ ∈ Rgg’ such that r′g,g′ contains all edges
in rg,g′ between nodes ngg

g and ngg
g′ .

8. Define the set of all shortest paths as R = Rgd’ ∪Rgg’.

In steps 9 through 11 the shallowest nodes situated in the vicinity of the shortest
paths in R are located.

9. For each r ∈ R find set Ñ∧r where ñ∧r ∈ Ñ∧r is the shallowest node
contained within a route section of length δr. δr is an adjustable parameter.
Smaller values of δr result in a higher number of candidate node locations
that are closely spaced. The set of all Ñ∧r is denoted by Ñ∧.
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10. For each node ñ∧ ∈ Ñ∧ search the surrounding area of radius δr for nodes
ñ∧

′ that satisfy the condition:

z
ñ∧ − z

ñ∧′√
(x

ñ∧ − x
ñ∧′ )2 + (y

ñ∧ − y
ñ∧′ )2

≥ ∆s, (6.5)

where ∆s is a parameter defining the minimum seafloor rise per unit
horizontal distance required to justify moving the OSS location away
from the shortest path. The choice of an appropriate ∆s is situation
dependant. An example of selecting an appropriate ∆s is provided in the
results section. For each ñ∧

′ satisfying (6.5), ñ∧
′ replaces the incumbent

ñ∧ ∈ Ñ∧. Only unique points are maintained in Ñ∧.

11. Step 10 is repeated until no further nodes ñ∧
′ satisfying condition (6.5)

are found. The resulting set Ñ∧∗ is the set of all candidate OSS locations.

A∗ route finding and penalty function

As stated earlier, the z component of a node lying on the boundary of a no-go
zone is set to infinity making the weight of an edge attached to it also infinity
and ensuring it can never be part of any shortest path. In addition to no-go
zones, it may be beneficial to define regions where it is undesirable to run
high voltage cabling. For example crossing a neighbouring OWPP concession’s
medium voltage collection grid with a high voltage cable should typically be
avoided. To that end, the A∗ route finding algorithm is equipped with a penalty
function. The penalty function increases the weight of any edge, emn, that lies
in a region where it is undesirable to route cable, by a factor λ∗. In this work,
the λ∗ defined for neighboring concessions is set as the ratio of the concessions
perimeter over the longest straight line cut through the concession. When
source or destination nodes lie in an OWPP the λ∗ for these concessions is equal
to one i.e. there is no penalty. A λ∗ of one for n ∈ N results in a standard
implementation of the A∗ algorithm.

6.2.4 Greedy Search

Adapting the greedy search algorithm presented in chapter 4 to include the
bathymetry data is straightforward. The algortithm remains unchanged until
a candidate OSS location ño

ω is determined using (4.12). The nearest node
n ∈ N to ño

ω is determined and defined as the incumbent ñ∧∗
′ location for the

OSS. A subset of nodes Ñ∧∗′ ⊂ Ñ∧∗ that satisfy (6.5) measured from ñ∧∗
′ is

calculated. Cable lengths are then calculated as the shortest paths using A∗
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for all candidate OSS locations in Ñ∧∗′ . The lowest cost topology among the
options is maintained.

Approximating the 3rd dimension in large systems

Solving the route finding problem for each candidate cable is computationally
expensive as the graph size required to effectively capture bathymetry is large.
For example with a 20m by 20m resolution, the required graph size for a small
offshore region such as Belgium contains over 214 nodes. Deducting no-go zones
does reduce the problem size, but still network graphs of tens of millions of edges
(over 32 million in the case of Belgium) remain. This results in computation
times in the order of 10 to 15 seconds per shortest path calculation using the
light graphs [207] implementation of A∗ in julia [208], making some larger
problem sizes intractable.

For large offshore regions two approximations of the full 3D implementation
termed (A1) and (A2) are proposed.

• (A1) approximates the 3D path from the 2D Euclidean distance via
a look up table as in Table 6.1 where l3d

mn =
∑

e∈rm,n

∥e∥ and l2d
mn =√

(xn − xm)2 + (yn − ym)2). The appropriate multiplier in Table 6.1
is located by finding the start (column) and end (row) nodes with (x, y)
coordinates that are closest to the start and end points of the route under
consideration. Calculating Table 6.1 has a negligible impact on compu-
tation time as all the shortest paths are calculated as part of the OSS
candidate locating algorithm of section 6.2.3.

Table 6.1: Multipliers for 3D approximation.

g1 ... gn d1′ ... dm

g1 1 ... l3d
1n

l2d
1n

l3d
11′

l2d
11′

... l3d
1m

l2d
1m

... ... ... ... ... ... ...
gn

l3d
n1

l2d
n1

... 1 l3d
n1′

l2d
n1′

... l3d
nm

l2d
nm

d1′
l3d
1′1

l2d
1′1

... l3d
1′n

l2d
1′n

1 ... n/a
... ... ... ... ... ... ...
dm

l3d
m1

l2d
m1

... l3d
mn

l2d
mn

n/a ... 1
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• (A2) The second approximation is of the nodes where the medium voltage
circuit collection point occurs. Recall that these nodes are calculated
explicitly when solving the route finding problem as N gd and N gg. During
greedy search, however, as new candidate medium voltage connections
are analyzed these nodes are unknown without solving for the shortest
path. Not accounting for the length of the collection circuit results in
an overestimate of the required medium voltage cable. The proposed
approximation is to deduct the radius of the target concession from the
total length of medium voltage cable. As concessions are not perfect
circles, however, the radius is defined as the average Euclidean distance
between a cluster’s centroid (n̄g) and the nodes lying on its perimeter.

6.2.5 Topological MIP

The mixed integer program presented in this section is structured to fulfill
two principle objectives. First, as discussed earlier in this work, a principal
difference between traditional TNEP and OW-TNEP is the green field nature
of the problem. This feature, coupled with the poor scalability of large numbers
of binary decision variables, means the typical formulation for the TNEP, where
each piece of candidate equipment has a binary decision variable assigned to it,
can rapidly experience intractability as the problem size increases. The following
formulation attempts to solve this issue and increase scalability by assigning a
single binary variable to a radial topology rather than the component equipment
of the topology. Secondly, when multiple voltage levels, or more than one PCC
are considered, the greedy search algorithm results in a set of topologies T h*

d,v for
each voltage–PCC combination, where d and v subscripts refer to a PCC d ∈D
and transmission voltage v ∈ V respectively. There is an optimal combination
of radial topologies within these various T h*

d,v which form the lowest cost network.
Finding the optimal combination of radial topologies when considering more
than a single voltage level or PCC is the second objective of the formulation.

For the purpose of the following formulation T h* is considered the union of all
T h*

d,v over all PCCs and voltage levels, i.e.

T h* =
⋃

d∈D,v∈V

T h*
d,v. (6.6)
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G is a set of n OWPPs g, each with a maximum generating capacity of P g,max
g

and D is a set of m PCCs with a demand less than or equal to P d,max
d as in:

G = {gi, i ∈ Z≥0 : i < n}

D = {dk, k ∈ Z≥0 : k < m}

P g
g = P g,max

g and P d
d ≤ P d,max

d .

(6.7)

A set of auxiliary buses B are defined. The auxiliary buses j are represented
by n-length binary strings such that the value bi of bit position i ∈ j is one if
OWPP gi is connected within the topology th∗

j :

B = {j ∈ Nn
2 : 0 < j ≤ 2n − 1}. (6.8)

ℓgi,j ∈ Sℓ are transmission lines connecting OWPP gi to auxiliary bus j with
maximum transmission capacity P ℓ,max

gi,j equal to P g,max
gi

as in:

Sℓ = {ℓgi,j : bi = 1, j ∈ B, i ∈ j}

0 ≤ P ℓ
gi,j ≤ P ℓ,max

gi,j = P g,max
gi

.
(6.9)

α̃j,d,v ∈ S̃ℓ are candidate transmission lines connecting auxiliary bus j to PCC
d with maximum transmission capacity P̃ ℓ,max

jd equal to the sum of OWPPs
connected at bus j as in:

S̃ℓ = {α̃j,d,v : j ∈ B, d ∈D, v ∈ V }, α̃j,d,v = {0, 1},

0 ≤ P̃ ℓ
j,d,v ≤

∑
i∈j+

P g,max
gi

,
(6.10)

where j+ = {i ∈ j : bi = 1}. There is a single transmission line for each topology
in T h*. Each candidate transmission line has a cost of construction cj,d,v that
is equal to the cost of topology th∗

j,d,v. The optimization objective is to minimize
the total cost of the transmission lines as in:

min(
∑

α̃j,d,v∈S̃ℓ

α̃j,d,vcj,d,v) (6.11)
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such that nodal power balance and PCC injection capacity limits are respected:∑
j∈B

P ℓ
g,j = P g,max

g | g ∈ G

∑
d∈D,
v∈V

α̃j,d,vP̃ ℓ
j,d,v =

∑
g∈G

P ℓ
g,j | j ∈ B

∑
j∈B

α̃j,d,vP̃ ℓ
j,d,v ≤ P d,max

d | d ∈D, v ∈ V .

(6.12)

Costs of topologies are calculated as in Appendix A, including equipment
procurement and installation as well as the net present value of losses, corrective
maintenance and EENT considering a 25 year lifetime.

6.3 Case Study - Belgian Exclusive Economic Area

To test the proposed method designs for the Belgian EEA are calculated
considering the full size problem as well as the proposed approximations (A1)
and (A2). A 25 year lifespan and a discount rate of 4% is assumed. The
resulting designs are compared based on overall cost and computation time.
The assumed development timeline is that from the actual Belgian offshore.
Zone 1 is developed first, followed by zones 2 and 3 simultaneously. In this
way the maximum problem size in a single time step is 8-OWPPs, well within
the feasible problem size of the unmodified greedy search algorithm. For larger
problem sizes the proposed approach of chapter 5 may be necessary.

6.3.1 Domain and boundary conditions

The Belgian EEA including bathymetric data, PCCs, development zones, con-
cessions, turbines and obstacles is shown in Fig. 6.4. The no-go zones are left
white. The bathymetric and marine spatial planning data are sourced from [176].
This includes the outer boundaries of the zones but not the boundaries of the
individual concessions or the turbine locations. In particular, for zones 2 and 3
this has yet to be finalized with an ongoing debate as to whether an extension
of the module offshore grid 2 [209] should be implemented or an “energy is-
land” [149] concept 1. To deal with this deficiency the following approximations
are made.

1This debate has since been settled in favour of an energy island [155].
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Figure 6.4: Belgian bathymetry, sea based renewables regions 1, 2 and 3,
designated cable ways, PCCs and under water obstacles.

The boundaries of the OWPP concessions were determined using the k-means
clustering method [210] on the (x, y) coordinates of nodes n ∈ N z for k = 16
concessions, where N z are the nodes within the boundaries of the three zones.
10 MW turbines were then laid out within each concession considering a wind
energy density of 9.5 MW/km2. The turbines are shown in the figure as
points of the same colour as their parent concession. This spacing results in
an overall peak generation capacity of 4.57 GW. A breakdown of capacity by
individual concession is provided in Table 6.2. A service area between turbines
of neighbouring concessions equal to two times the turbine spacing (≈2 km)
is guaranteed. The two PCCs are in Zeebruges (A) and Oostende (B). A
dimensioning incident of 3 GW is assumed, hence, this is the maximum that
can be connected to a single PCC (P d,max

d ). The white crosses in the figure are
shipwrecks or unexploded ordinance that must be avoided.

Table 6.2: Capacities of individual concessions within zones 1, 2 and 3 of the
Belgian offshore.

OWPP 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
MVA 290 310 270 270 190 180 290 270 330 380 370 360 320 310 260 170
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6.3.2 OSS Candidates

With the domain defined, the set of all shortest paths, R, is calculated. In Fig.
6.5 these are shown in reference to PCC-A only as black lines. The candidate
OSS locations, N∧∗ are then found. Candidate OSS locations are shown as
small crosses in Fig. 6.5 lying near to the shortest routes and clustered around
the elevated regions. N∧∗ was calculated assuming values of 1 km for δr and
1.4 m/km for ∆s.

Both these parameters do require some case specific tuning. The number of
candidate OSS selected is inversely proportional to their size. The value of
δr was chosen to match approximately the spacing of the turbines. ∆s was
chosen by solving for topology tb

j considering j = [0000 0000 0000 1111] with
no bathymetry, i.e. OWPPs 1, 2, 3 and 4. The location of the OSS was then
shifted 1 km in the +/-x and +/-y directions and the average increase in cabling
cost incurred from shifting the OSS away from the point of minimized cable
cost calculated. The smaller these values are the more candidate locations are
chosen and the higher the likelyhood the optimal location is not passed over.

Figure 6.5: Belgian Offshore - Shortest paths and candidate OSS locations.
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6.3.3 Results

When solving the full size spatial planning model with no approximations for
the shortest paths, the hybrid greedy - MIP optimization finds a topology of
cost 2285.6 Me, This is shown in Fig. 6.6. Four OSSs labelled A through D
have been built, with capacities in alphabetical order of 540 MVA, 930 MVA,
1760 MVA and 740 MVA. Each substation is located in water of depth 12 m or
less. The OSSs are connected to the PCCs by four 220 kV transmission corridors

Figure 6.6: Optimal Solution for the Belgian offshore wind development zone.
220 kV cables are shown in black while 66 kV cables in red. OSSs are shown as
green crosses and labelled A through D.

with cables as specified in Table 6.3. The dimentioning incidents of the PCCs
are respected as PCC-A serves 2070 MVA exclusively from Zone 1 OWPPs and
PCC-B serves 2500 MVA exclusively from zones 2 and 3 OWPPs. In Zone 1,
OWPPs 1 and 2 are connected directly to the PCC at 66 kV. The connection
points to the collection circuit are well defined, minimizing the required cable
to reach the OSS (or PCC). The required CAPEX and OPEX is summarized
in Table 6.4. CAPEX corresponds to slightly over three quarters of the total
cost. All results were obtained on a standard Dell lap-top with an intel core-7
1.9 GHz processor and 16 GB of RAM.
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Table 6.3: Selected 220 kV cables per solution topology.

Connection km n-mm2 Me
Full

OSSA-PCC1 27 2-500 79.3
OSSB-PCC1 46 4-400 216.7
OSSC-PCC2 43 6-630 358.9
OSSD-PCC2 70 3-500 251.2

(A1)+(A2)
OSSA-PPC1 41 2-400 96.6
OSSB-PPC1 46 3-400 162.5
OSSC-PPC2 43 6-630 358.9
OSSD-PCC2 70 3-500 251.2

Table 6.4: Objective function values and computation times for the 3 optimiza-
tions.

Full (A1) (A1)+(A2)
Objective [Me]

CAPEX 1737.5 1737.5 1741.7
OPEX 548.1 548.1 569.8
Total 2285.6 2285.6 2311.5

Computation time [minutes]
Domain 40.2 40.2 40.2
T h* 6720.1 3035.2 44.3
MIP 0.2 0.2 0.2
Post Process 3.7 3.7 3.7
Total 6764.2 3079.32 88.4
CAPEX: Procurement and Installation.
OPEX: Corrective Maintenance, EENT and Losses.

6.3.4 3D Approximations

Solving the route finding problem for all cable length calculations is computation-
ally expensive taking approximately 4.7 days. A breakdown of the computation
times of contributing calculations is provided in Table 6.4.

The vast majority of the computation time is consumed during the greedy
search when calculating T h* as the route finding algorithm is run every time a
cable length is calculated. While for a long term planning problem such high
computation times are acceptable, for development zones larger than Belgium
the problem may prove to be intractable. As such the proposed approximations
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are tested as follows:

1. Approximation (A1) only: for route lengths the lookup table of 3D/2D
ratios as in 6.1 is used but collection circuit connection points are calculated
explicitly using route finding.

2. Both approximation (A1) and (A2): Route finding is only used to calculate
N∧∗ and on the final solution topology.

When using approximation (A1) the same solution topology results and the
computation time is approximately cut in half. This is a good result, but
computation times are still relatively high.

The results are summarized in Table 6.4. When both approximations are used,
a different topology that is slightly more expensive results (+1.1 %). This is
below the uncertainty of the economic model. The gain in computation time
is substantial though with a solution being found in less than 2 hours. About
half of the computation time is now dedicated to the set up of the domain.
This trade off of computational effort for solution quality is acceptable for large
intractable problems. The resulting solution topology is shown in Fig. 6.7. We
see that zones 2 and 3 are identical to Fig. 6.6. The difference arises in zone 1.
Again two OSSs are built, but the location of OSS A is different and both OSSs
are of a smaller capacity. OSS A is 460 MVA and OSS B, 740 MVA. 220 kV
transmission is still the best option. The selected 220 kV cables are specified in
Table 6.3. It is possible to have smaller OSSs as now OWPP 3 in addition to 1
and 2 is connected to shore at 66 kV.

It is important to point out that the computational times for T ∗
H , although

relatively lengthy for the full size problem, encompass various scenarios involving
both 400 kV and 220 kV, along with potential connections to either PCC. These
scenarios are entirely independent of each other. Consequently, the problem
can be readily decomposed into parallel calculations along these lines. In the
case of Belgium, this decomposition leads to a reduction in overall computation
time by a factor of four.

6.4 Conclusions

Careful consideration is required when selecting constraints to improve the
accuracy of the candidate infrastructure selection process. Chapter 6 provides
an illustration of this concept by incorporating bathymetric data and marine
spatial planning to narrow down the potential locations for OSS candidates.
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Figure 6.7: Optimal Solution for the Belgian offshore wind development zone
using approximations (A1) and (A2). 220 kV cables are shown in black while
66 kV cables in red. OSSs are shown as green crosses and labelled A through D.

This chapter proposes an extension to the greedy search OW-TNEP formu-
lation that allows for highly non-linear spatial constraints. When planning
offshore transmission networks, it is crucial to consider complex marine spatial
planning requirements imposed by authorities, which can include restrictions
on areas reserved for military, ecological, and fishing purposes where electrical
infrastructure cannot be located.

To address these challenges, ad-hoc methods are proposed that can be adapted
to specific circumstances. First, a candidate OSS locating algorithm is proposed,
which finds candidate locations for OSSs that balance optimal placement based
on both minimal cable cost and minimized investment in OSS foundations. This
is accomplished by identifying shallow locations that lie along the shortest paths
between candidate connections.

To ensure cable routing is done while avoiding no-go zones and regions where
it is undesirable, a penalty function in combination with the A* route finding
algorithm is implemented. Since solving the route finding algorithm recursively
is computationally demanding, two approximations of the full-size 3D spatial
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planning model are proposed and compared to the full-size problem on the
real-world test case of the Belgium EEA.

All three methods’ resulting solution topologies are shown to be very close
in quality, with the first approximation alone finding the identical solution
to the full-size problem. Applying both approximations results in a topology
with only a small (+1.1%) increase in total cost. However, the impact of the
approximations on total computation time is significant, with using the first
approximation alone resulting in a computation time half that of the full-size
algorithm and applying both approximations simultaneously resulting in a
reduction of 76 times.



Chapter 7

Generation and transmission
planning in nodal and zonal
market designs

7.1 Introduction

In this chapter1, the proposed OW-GATE formulation of planning stages L.1
through L.4 is presented. The objective focuses on the grid level Gl and the
problem aims to determine the transmission topology, macro location and
capacity of OWPPs as well as the timeline over which the network should be
developed.

The highest portion of the offshore wind development takes place in the North
Sea area bordered by many different countries. The expectation for the coming
decades is the interconnection of the North Sea countries via a meshed transmis-
sion grid to further facilitate offshore wind development by providing flexible
interconnection [16]. In the context of such a massive green field development
the choice of the market design itself becomes a degree of freedom, i.e. a de-
cision variable. Particularly for so-called Hybrid Offshore Assets (HOA), the

1The work of this chapter has been published as: Stephen Hardy, Hakan Ergun
and Dirk Van Hertem, ‘Generation and transmission expansion planning under Zonal and
Nodal market mechanisms,’, in the Journal IEEE Transactions on Energy Markets, Policy
and Regulation – under review. The content of the paper has been modified here to make it
consistent with the other chapters of this dissertation. The first author is the main author of
the paper.
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choice of market design has become a topic of frequent debate. HOAs combine
multiple assets that have been traditionally treated in isolation such as OW-
PPs, interconnectors and storage into a single asset, leading to a more holistic
planning approach.

In the liberalized energy markets of Europe and North America both nodal and
zonal market designs are found. In Europe a zonal market clearing approach is
adopted, whereas in North America a local marginal pricing approach, i.e. a
nodal market design is implemented. At the macro scale of grid level Gl, the
modelling of the market becomes crucial as it determines the future revenues of
all actors involved.

There are three competing concepts for the market design of HOAs: a Home
Market Design (HMD), a zonal Offshore Bidding Zone (zOBZ) and a nodal
Offshore Bidding Zone (nOBZ). In a HMD, HOAs are included in the energy
market of the Exclusive Economic Area (EEA) within which they are located.
In a zOBZ, a new offshore market zone is defined and all HOAs within its
boundary are within a common market. In a nOBZ each HOA is considered its
own market and fully localized marginal pricing is employed.

The resulting formulation as is presented below is in the form of a stochastic,
multi-level, step-wise, mixed integer linear program. The model is capable of
handling both AC and DC transmission expansion planning as well as generation
expansion planning and can do so under both nodal and zonal market designs.

7.2 Nodal versus zonal markets

The benefits of localized marginal pricing (nodal) are well known [211]. Localized
pricing provides a high quality signal to identify the most beneficial investments.
For TSOs not only can essential expansions or reinforcements to the transmission
network be identified but they can also be funded via the collection of congestion
rent. Private investment in generation is also more effectively allocated as
developers are properly incentivized to build new generating facilities where
energy prices are highest due to system congestion.

The use of zonal markets partially suppresses these signals making investment
decisions more difficult to identify. Despite the well known benefits of nodal
pricing it is possible to find practical examples where zonal markets provide an
arguably more appealing market outcome for consumers. To illustrate this the
pivotal supplier example is presented.

The pivotal supplier problem can be understood by considering a topology
similar to that in Fig. 7.1 and comparing the result of a market cleared nodally
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with one cleared zonally. The initial dispatch, redispatch and cost of meeting
load for each market design is summarized in the associated table. In this
example the market is day ahead pay as cleared (uniform pricing method) [212].
When in the zonal market, redispatch is necessary, then it is accomplished by
regulatory redispatch with cost compensation (RDCC) [211].

In regulatory redispatch with cost compensation the balancing authority is
considered an all knowing and all powerful entity. The balancing authority
directs down and up regulation perfectly. Those required to up regulate are
compensated at their marginal rate. Those required to down regulate are
obligated to return the cost of any variable expenses avoided (e.g. fuel) but
may keep any profits above this made from the initial auction. Participants are
assumed to be honest and transparent and bid at their marginal rate. For the
wind and solar generation, the marginal rate is assumed as 10 €/MWh. For
natural gas it is 100 €/MWh.

P g
wind

[MW]
P g

pv
[MW]

P g
gas

[MW]
Cost
[€]

Nodal
ID 4.0 5.0 1.0 640

Zonal
ID 5.0 5.0 0.0 100
RD -1.0 0.0 1.0 100

Zonal total: 200
ID: initial dispatch RD: redispatch

Figure 7.1: Single line diagram of simple market clearing topology (left). Dis-
patch and redispatch amounts and costs in nodal and zonal market clearing
mechanisms (right).

In the nodal market the transmission constraint of 4 MW between nodes m
and n is considered when dispatching generation. As such the 10 MW demand
at node n is met by 5 MW of solar, 4 MW of wind and 1 MW of gas. The
resulting clearing prices are 10 €/MWh at node m and 100 €/MWh at node n.
The total cost of meeting demand is therefore 640 €.

In the zonal market clearing design optimal dispatch is performed without
the consideration of the intra-zonal congestion of 4 MW. This results in an
initial dispatch of 5 MW of both wind and solar and a market clearing price
of 10 €/MWh at each node. The cost after intial dispatch is 100 €. The
initial dispatch, however, is not feasible due to the transmission constraint and
redispatch must be performed. The balancing authority therefore directs the
wind generator to down regulate 1 MW and the gas generator to up regulate
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1 MW. No variable costs are avoided by the wind generator and the gas generator
is compensated at its marginal rate. The cost of redispatch is 100 € and the
total cost of meeting demand is 200 €.

It can be argued that an energy bill of 200 € rather than 640 € is a more
desirable outcome. Of course, it can also be argued that the high energy price at
node n is beneficial to either encourage further private investment in generation
at node n or to fund increased transmission capacity via congestion rent. This
should eventually result in lower prices at n, having actually solved the root
problem causing the high energy price.

This perspective is correct, however, in a system with a high penetration of
fluctuating RES, high clearing prices may in part be caused by unusually low
wind or solar irradiation. Investments must therefore consider the root cause,
or in this case, the expected frequency of the high energy prices.

7.3 Nodal market GATE planning model

The developed model is based on the one first presented in [26] with the principle
additions being the consideration of benefits, rather than costs alone, the ability
to expand generation and the inclusion of multiple market designs. The Gurobi
solver version 0.9.14 [194] is used when solving the MILP.

7.3.1 Objective Function

Four agents participate in a centrally planned optimization. Aw, an OWPP
developer is in charge of generation expansion (7.1). Ao, an offshore transmission
system developer is in charge of network expansion (7.2). Aj, a storage developer
is in charge of storage expansion (7.3). Ae, an existing grid operator manages
existing infrastructure (7.4). Aw, Ao and Aj make yearly investments while Ae
manages hourly costs and benefits which are redistributed among the agents.
The NPV equivalents of yearly and hourly quantities are obtained by scalars
fy

y and fh
y respectively. A discount rate of 4% is assumed. The optimization

variables for each agent, following the notational convention of (~) for candidate
and (−) for existing infrastructure, are as follows:

• Aw: the hourly power output (P̃ g) and maximum capacity (∆P̃ g,max) for
candidate OWPPs.

• Ao: the voltage angles (θ), binary decision variables for candidate transmis-
sion lines (αℓ) and maximum capacity of candidate converters (∆P ζ,max).
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• Aj: the hourly power injected (P j,inj) or absorbed (P j,abs) and the maxi-
mum energy capacity (∆Ej,max) of storage devices. The maximum power
rating of storage devices is a parameter defined as a fraction of the energy
capacity.

• Ae: the hourly output of existing generators (P̄ g) and hourly consumption
(P u).

Developer Aw can make a strategic yearly investment in expanded generation
capacity (7.1a) in order to accrue hourly benefits by selling energy produced
(P̃ g

g̃
) at a market clearing price (λn) above its cost of production (Cg

g̃
). The

marginal cost of production for an OWPP is assumed to be zero.

Uw
y,s = −fy

y

[
(7.1a)

]
(7.1)

∑
n∈N ac

∑
g̃∈S̃g:n

δIg
g̃:n,y

·∆P g,max
g̃:n,y

(7.1a)

Developer Ao can make a strategic yearly investment in increased transmission
capacity. This can come in the form of new transmission lines (7.2a) or expanded
HVDC converter capacity (7.2b) or both. Benefits are accrued through arbitrage
opportunities between markets with a delta in their energy prices. This is also
called congestion rent.

Uo
y,s = −fy

y

[
(7.2a) + (7.2b)

]
(7.2)

∑
{mn}⊆N

mn∈E

∑
l̃∈S̃ℓ:{mn}

αℓ

l̃:{mn},y
· Iℓ

l̃:{mn},y
(7.2a)

∑
ne∈Eac-dc

δIζ
ne,y ·∆P ζ,max

ne,y (7.2b)

Developer Aj also gains via arbitrage opportunities, however, the delta is
temporal rather than locational and is exploited by supplying (P j,inj

j ) and
absorbing power (P j,abs

j:n,t,y,s) at different times with different market prices. The
marginal cost of charging and discharging is assumed to be zero. Aj can increase
benefits accrued by making a strategic yearly investment in storage capacity
(Ej,max) as in (7.3a).

U j
y,s = −fy

y

[
(7.3a)

]
(7.3)
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∑
n∈N

∑
j∈Sj:n

δI j
j:n,y ·∆Ej,max

j:n,y (7.3a)

The existing network operator has hourly costs and benefits associated with
existing generation (7.4a) and consumption (7.4b). Existing generators accrue
hourly benefits through the sale of energy (P g

ḡ ) on the spot market at a price
(λn) higher than their marginal production cost (Cg

ḡ ). Consumers benefit when
the spot price of energy λn is lower than the consumer’s bid price (Cu

u) resulting
in a surplus.

Ue
y,s = fh

y

∑
t∈St

[
(7.4a) + (7.4b)

]
(7.4)

∑
n∈N ac

∑
ḡ∈S̄g:n

(−Cg
ḡ:n,t,y,s) · P g

ḡ:n,t,y,s (7.4a)

∑
n∈N ac

∑
u∈Su:n

Cu
u:n,t,y,s · P u

u:n,t,y,s (7.4b)

Combining all agent objectives into a single function we get the overall opti-
mization objective to maximize the social welfare of the system, U , where social
welfare is defined as the sum of gross consumer surplus, gross producer surplus
(including storage) and congestion rent, minus investment costs:

max
Aw,Ao,Aj,Ae

U :=
∑
s∈Ss

πs

∑
y∈Sy

Uw
y,s + Uo

y,s + U j
y,s + Ue

y,s (7.5)

where

Aw =
(
P̃ g, ∆P̃ g,max)

, Ao =
(
θ, αℓ, ∆P ζ,max)

,

Aj =
(
P j,inj, P j,abs, ∆Ej,max)

, Ae =
(
P̄ g, P u)

The outer summations over sets Ss and Sy capture the uncertainty of long term
planning as well as the multi-period nature respectively. Ss is a set of stochastic
scenarios of probability πs and Sy the modelling years.

The stated objective aims to achieve a balance between modeling simplicity
and the incorporation of relevant problem features. However, it is important to
note that the revenue mechanisms assigned to agents are mere approximations
of real-world scenarios, and their simplified structure may influence the overall
findings. Specifically, the role of transmission developers is represented as
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merchants who derive revenues from congestion rent, rather than through
energy tariffs. Additionally, the UK is treated on par with other market zones
and is considered part of the European internal energy market. Finally, it is
worth mentioning that the distinction that offshore transmission development
in the UK is carried out by a private entity, the offshore transmission owner,
rather than the transmission system operator (TSO), is overlooked [179].

7.3.2 Constraints

Generation

The technical limits of RESs and conventional generation are enforced by:

0 ≤ P g
g:n,t,y,s ≤ Ψg

g:n,t,y,s · P g,max
g:n,y

n ∈ N ac, g ∈ Sg:n, t ∈ St, y ∈ Sy, s ∈ Ss

(7.6)

Parameter Ψg
g is the per-unit generation time series for RESs. For conventional

generators its value is always one. When considering candidate OWPPs, an
upper limit on expansion is specified by P̂ g,max

g̃
. Additionally P g,max

g̃
may only

increase or remain constant year over year as in:

P g,max
g̃:n,y

≤ P̂ g,max
g̃:n

, P g,max
g̃:n,y−∆y

≤ P g,max
g̃:n,y

g̃ ∈ S̃g:n, n ∈ N ac, y ∈ Sy.

(7.7)

Here ∆y is the number of years between modelling years. It is enforced that in
the first year P g,max

g̃:n,y−∆y
is zero.

Demand

Demand, too, must remain within its technical limitations. The upper limit of
demand is set by the demand time series, Ψu

u as in:

0 ≤ P u
u:n,t,y,s ≤ Ψu

u:n,t,y,s

n ∈ N ac, u ∈ Su:n, t ∈ St, y ∈ Sy, s ∈ Ss

(7.8)

The cost of load shedding is set to a large value ensuring it is only a last resort
option.
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Storage

The state of charge (Ej
j) of a storage device at time step ∆t is set by:

Ej
j:n,t,y,s = (1− γj

j:n)∆tEj
j:n,t−∆t,y,s + ∆t(ηj,abs

j:n P j,abs
j:n,t,y,s −

P j,inj
j:n,t,y,s

ηj,inj
j:n

) (7.9)

j ∈ Sj:n, n ∈ N ac, t ∈ S∗t , y ∈ Sy, s ∈ Ss.

S∗t includes all time steps except the first. ηj,inj
j and ηj,abs

j are respectively the
discharge and charge efficiencies. γj

j is the self discharge rate. The state of
charge must remain between zero and the maximum rating of the device Ej,max

j

as in:
0 ≤ Ej

j:n,t,y,s ≤ Ej,max
j:n,y

n ∈ N ac, j ∈ Sj:nt ∈ St, y ∈ Sy, s ∈ Ss.

(7.10)

The maximum rating of the storage device can be expanded up to Êj,max
j but

may only increase or remain constant year over year as in:

Ej,max
j:n,y−∆y ≤ Ej,max

j:n,y ≤ Êj,max
j:n

n ∈ N ac, j ∈ Sj:n, t ∈ St, y ∈ Sy, s ∈ Ss.

(7.11)

In the first year, Ej:n,y−∆y is set to zero. The maximum rates at which a storage
device can charge and discharge are set by the normalized charge and discharge
rates: ξj,c

j and ξj,d
j as in:

0 ≤ P j,abs
j:n,t,y,s ≤ ξj,c

j:n · E
j,max
j:n,y

0 ≤ P j,inj
j:n,t,y,s ≤ ξj,d

j:n · E
j,max
j:n,y

n ∈ N ac, j ∈ Sj:n, t ∈ St, y ∈ Sy, s ∈ Ss

(7.12)

The initial and final states of charge for storage are set to half capacity as in:

Ej
j:n,1,y,s = Ej,max

j:n,y

2 + ηj,abs
j:n P j,abs

j:n,1,y,s −
P j,inj

j:n,1,y,s

ηj,inj
j:n

Ej
j:n,T,y,s = Ej,max

j:n,y

2

n ∈ N ac, j ∈ Sj:n, y ∈ Sy, s ∈ Ss

(7.13)
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The final constraint on storage is the requirement to that charging and dis-
charging cannot happen simultaneously. In this model this constraint is not
explicitly enforced as this would require introducing additional binary variables
or non-linearities. Rather, the constraint is implicitly guaranteed by charge and
discharge efficiencies that are less than one.

Network

Both AC and DC networks are modelled. This is done using the PowerMod-
els(ACDC).jl packages in the Julia programming language [208,213]. On the
AC side a bus injection model is considered with linear ‘DC’ power flow:

P ℓ
l̄:mn,t,y,s

= bl̄:{mn}
τ [θm,t,y,s − θn,t,y,s]

P ℓ

l̃:mn,t,y,s
=

b
l̃:{mn}

τ [θ̃̃
l:mn,t,y,s

− θ̃̃
l:nm,t,y,s

]
(7.14)

mn ∈ Eac, l̄ ∈ S̄ac
ℓ:{mn}, l̃ ∈ S̃ac

ℓ:{mn}, t ∈ St, y ∈ Sy, s ∈ Ss.

Here, τ is the transformer ratio (equal to one when no transformer is present),
θm is the voltage angle at node m and bl is the susceptance of line l. The power
flowing in transmission line l must remain within the technical limitations of
the line. This is enforced for existing and candidate lines by:

|P ℓ
l̄:mn,t,y,s

| ≤ P ℓ,max
l̄:{mn}

|P ℓ

l̃:mn,t,y,s
| ≤ P ℓ,max

l̃:{mn}
· αℓ

l̃:{mn},y

(7.15)

mn ∈ Eac, l̄ ∈ S̄ac
ℓ:{mn}, l̃ ∈ S̃ac

ℓ:{mn}, t ∈ St, y ∈ Sy, s ∈ Ss.

The nodal voltage angle must remain within the minimum and maximum range
set by θmin and θmax. Furthermore there is a maximum allowable divergence,
∆θmax, that may occur between angles. This acts as a proxy for dynamic
stability constraints. These constraints for existing lines are:

θmin ≤ θn,t,y,s ≤ θmax

|θn,t,y,s − θm,t,y,s| ≤ ∆θmax

mn ∈ Eac, l̃ ∈ S̃ac
ℓ:{mn}, t ∈ St, y ∈ Sy, s ∈ Ss.

(7.16)
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The same constraints for candidate lines are:

θmin ≤ θ̃̃
l:mn,t,y,s

≤ θmax

|θ̃̃
l:mn,t,y,s

− θ̃̃
l:nm,t,y,s

| ≤ ∆θmax

|θ̃̃
l:mn,t,y,s

− θm,t,y,s| ≤ (1− αℓ

l̃:{mn},y
) ·M

mn ∈ Eac , l̃ ∈ S̃ac
ℓ:{mn} , t ∈ St, y ∈ Sy, s ∈ Ss.

(7.17)

The additional constraint required for candidate lines is necessary as candidate
angles are only considered when the line itself is active, i.e. αℓ = 1. M must be
a sufficiently large angle to ensure the constraint is non-binding when αℓ = 0.
It is set to π within the model.

HVDC converters link the AC and DC networks. The maximum AC side
converter capacity, P ζ,max, may be expanded up to a maximum of P̂ ζ,max.
P ζ,max can only increase or remain constant year over year as in:

|P ζ,ac
ne,t,y,s| ≤ P ζ,max

ne,y

P ζ,max
ne,y−∆y ≤ P ζ,max

ne,y ≤ P̂ ζ,max
ne

ne ∈ Eac-dc, t ∈ St, y ∈ Sy, s ∈ Ss.

(7.18)

Converters have non negative losses, Lζ , that link DC side power to the AC
side. DC side power is constrained as in:

P ζ,dc
en,t,y,s ≤ (1− Lζ)P ζ,max

ne,y

(Lζ − 1)P ζ,max
ne,y ≤ P ζ,dc

en,t,y,s

P ζ,loss
ne,t,y,s = LζP ζ,ac

ne,t,y,s ≥ 0

P ζ,ac
ne,t,y,s + P ζ,dc

en,t,y,s = P ζ,loss
ne,t,y,s

ne ∈ Eac-dc, t ∈ St, y ∈ Sy, s ∈ Ss.

(7.19)
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Linearized power flow is also used for the DC network which reduces to a
network flow model:

P ℓ
l̄:ef,t,y,s

= −P ℓ
l̄:fe,t,y,s

P ℓ

l̃:ef,t,y,s
= −P ℓ

l̃:fe,t,y,s

ef ∈ Edc, l̄ ∈ S̄dc
ℓ:{ef}, l̃ ∈ S̃dc

ℓ:{ef}, t ∈ St, y ∈ Sy, s ∈ Ss.

(7.20)

As with AC lines, the power flow through DC transmission lines is constrained to
the thermal limit of the cable. For existing and candidate lines this is expressed
as:

|P ℓ
l̄:ef,t,y,s

| ≤ P ℓ,max
l̄:{ef}

|P ℓ

l̃:ef,t,y,s
| ≤ P ℓ,max

l̃:{ef}
· αℓ

l̃:{ef},y

ef ∈ Edc, l̄ ∈ S̄dc
ℓ:{ef}, l̃ ∈ S̃dc

ℓ:{ef}, t ∈ St, y ∈ Sy, s ∈ Ss

(7.21)

The final network constraints to discuss are the nodal power balance equations.
On the AC side this equation is a complicating constraint as it links the
optimization variables of all agents. The dual variable of the AC power balance
constraint is λm, the marginal price of energy. AC power balance is enforced
by: ∑

e∈N dc
m

P ζ,ac
me,t,y,s −

∑
n∈N ac

m

∑
l∈Sac

ℓ:{mn}

P ℓ
l:mn,t,y,s

+
∑

g∈Sg:n

P g
g:m,t,y,s −

∑
u∈Su:n

P u
u:m,t,y,s

+
∑

j∈Sj:n

P j,inj
j:m,t,y,s −

∑
j∈Sj:n

P j,abs
j:m,t,y,s = 0



m ∈ N ac

t ∈ St
y ∈ Sy
s ∈ Ss
(: λm,t,y,s)

(7.22)

Here, N ac
m := {n ∈ N ac : mn ∈ Eac} and N dc

m := {e ∈ N dc : me ∈ Eac-dc}
are the AC and DC neighbors of m ∈ N respectively. The DC network side
equivalent is non-complicating. The dual variable of the DC nodal power balance
equation indicates the marginal price of supplying energy to the DC side of the
node, however, as there is no generation or consumption on the DC side it is
not used within the model. The DC nodal power balance constraint is:∑

m∈N ac
e

P ζ,dc
em,t,y,s +

∑
f∈N dc

e

∑
l∈Sdc

ℓ:{ef}

P ℓ
l:ef,t,y,s = 0. (7.23)

e ∈ N dc, t ∈ St, y ∈ Sy, s ∈ Ss.
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7.4 Zonal market GATE planning model

The first step in modelling a zonal market is to define the zonal market
boundaries. This is done by partitioning the nodes into Z disjoint mar-
ket zones: N =

⋃
z∈Z z. We can then define two sub-sets of edges, inter-

zonal edges: Ete ⊆ {mn : z ∈ Z, m ∈ z, n /∈ z} and intra-zonal edges:
Ebr ⊆ {mn : z ∈ Z, m ∈ z, n ∈ z}. Similar sub-sets can be defined for candi-
date transmission lines, both inter-zonal: θte, αℓ,te and intra-zonal: θbr, αℓ,br.
The superscripts refer to a new distribution of optimization variables among
two newly created agents: the Transmission Expansion agent (Ate) and the
Balancing Responsible agent (Abr). The variables are redistributed as:

Ate = (Aw,Aj,Ae,Ate
o ) and Abr = (Aw,Aj,Ae,Abr

o ),

where Ate
o is identical to Ao except that only candidate transmission lines within

(αℓ,te) are considered. The compliment to this, is of course Abr
o which only

considers transmission lines within (αℓ,br).

The vast majority of constraints on the system remain unchanged in a zonal
market. The exceptions to this are the nodal power balance equations (7.22)
and (7.23). In a zonal market intra-zonal congestion is ignored when solving
initial dispatch and when calculating the inter-zonal power flows. As such power
balance must only be satisfied around the boundary of each zone as in:∑

m∈z

( ∑
e∈N dc

m

P ζ,ac
me,t,y,s −

∑
g∈Sg:n

P g
g:m,t,y,s

+
∑

n∈N ac
m

∑
l∈Ste,ac

ℓ:{mn}

P ℓ
l:mn,t,y,s −

∑
u∈Su:n

P u
u:m,t,y,s

+
∑

j∈Sj:n

P j,inj
j:m,t,y,s −

∑
j∈Sj:n

P j,abs
j:m,t,y,s

)
= 0



z ∈ Z,
t ∈ St,
y ∈ Sy,
s ∈ Ss,
(: λz

z,t,y,s).

(7.24)

In a zonal market (7.24) is the market clearing condition and the dual variable
λz

z the marginal price of energy for all nodes in z. Likewise on the DC network
side power balance is only required along the market boundary as in:

∑
e∈z

( ∑
m∈N ac

e

P ζ,dc
em,t,y,s +

∑
f∈N dc

e

∑
l∈Ste,dc

ℓ:{ef}

P ℓ
l:ef,t,y,s

)
= 0 (7.25)

z ∈ Z, t ∈ St, y ∈ Sy, s ∈ Ss.

When only zonal power balance is considered, GATE planning intra-zonally
becomes very difficult as no congestion signals are generated to indicate desirable
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investments. To overcome this difficulty a multi-step approach is adopted to
expansion planning. This multi-step approach involves first optimally expanding
the inter-zonal transmission network assuming zero congestion intra-zonally
(a copper plate). Then, after fixing the inter-zonal network, proceeding to
solve a standard nodal based GATE problem for the intra-zonal network(s),
considering the available inter-zonal congestion determined in the previous step.
This approach is summarized in Fig. 7.2 and outlined in further detail below.

Solve (7.26) s.t. (7.6)–(7.21), (7.24), (7.25)

Fix: αℓ,te

Solve (7.27) s.t. (7.6)–(7.23)

Fix: ∆P̃ g,max, ∆Ej,max, ∆P ζ,max, αℓ,br

Solve (7.5) s.t. (7.6)–(7.21), (7.24), (7.25)

Set λn ← λz
z ∀z ∈ Z, n ∈ z

Solve (7.5) s.t. (7.6)–(7.23)

Find Inter-Zonal Network

Find Intra-Zonal Network

Forecast Power Flows

Correct Nodal Imbalance

Inter-zonal network expan-
sion is determined, specify-
ing the location and capa-
city of transmission lines
between market zones un-
der the assumption of zero
intra-zonal congestion.

Intra-zonal expansion is
determined while respect-
ing nodal power balance
and the inter-zonal capacity
limitations determined in
the previous step.

A day ahead power auction
considering only inter-zonal
constraints provides zonal
market clearing prices and
a forecast of inter-zonal
power flows.

Nodal power imbalances are
corrected via RDCC.

Figure 7.2: Flowchart of solution method for zonal market clearing formulation.
“Solve” refers to the specified equations considering the fixed decision variables
found previously.

Step one: considering only agent Ate variables solve (7.26) ((7.5) with (7.26a)
substituted for (7.2a)) such that constraints (7.6) through (7.21) are satisfied.
Power balance is only enforced zonally as in (7.24) and (7.25). The variables
αℓ,te determining the inter-zonal transmission lines are fixed and passed to
agent Abr for the next step.

max
Ate
U :=

∑
s∈Ss

πs

∑
y∈Sy

fh
y

∑
t∈St

[
(7.4a) + (7.4b)

]
−fy

y

[
(7.1a) + (7.2b) + (7.3a) + (7.26a)

] (7.26)
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∑
{mn}⊆N
mn∈Ete

∑
l̃∈S̃ℓ:{mn}

αℓ,te
l̃:{mn},y

· Ĩ
l,y

(7.26a)

Step two: considering only Abr variables solve (7.27) ((7.5) with (7.27a) substi-
tuted for (7.2a)) such that (7.6) through (7.21) are satisfied. Power balance is en-
forced nodally as in (7.22) and (7.23). Achieving nodal balance at the lowest cost
can be accomplished via the construction of new lines αℓ,br, expanding or reduc-
ing the capacity of newly constructed OWPPs and/or storage (P̃ g,max

g̃
, Ej,max

j )
or curtailing and/or up regulating network generators (Sg). All remaining expan-
sion related variables are set at this stage (∆P̃ g,max, ∆Ej,max, ∆P ζ,max, αℓ,br).
No further expansion planning is needed. An existing topology is passed to step
three to undergo a power auction.

max
Abr
U :=

∑
s∈Ss

πs

∑
y∈Sy

fh
y

∑
t∈St

[
(7.4a) + (7.4b)

]
−fy

y

[
(7.1a) + (7.2b) + (7.3a) + (7.27a)

] (7.27)

∑
{mn}⊆N
mn∈Ebr

∑
l̃∈S̃ℓ:{mn}

αℓ,br
l̃:{mn},y

· Ĩ
l:{mn},y

(7.27a)

Step three: considering the fixed topology variables selected in the previous
two steps, power flows are forecast for a zonal market by solving (7.5) such
that (7.6) through (7.23) are satisfied. Power balance is only enforced zonally
as in (7.24) and (7.25). The market clearing price for each market zone (λz

z) is
determined and fixed.

Step four: if the power flows from step three are feasible nothing remains to
do. If by contrast intra-zonal congestion means the forecasted flows are not
physically feasible then we again solve (7.5) such that (7.6) through (7.23) are
satisfied, however, power balance is now enforced nodally as in (7.22) and (7.23).
The cost of redispatch is then calculated considering initial dispatch and spot
market prices from 3 with final dispatch and power flows from 4.

Redispatch

The mechanism used for calculating the cost of redispatch is regulatory redis-
patch with cost compensation (RDCC) [211] as described in section 7.2 above.
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Figure 7.3: North Sea domain. Lines: NTCs of existing connections (solid blue),
candidate HVDC connections (dashed black), candidate HVAC connections
(dashed red).

As all players are contractually obligated to participate and we assume perfect
transparency from generators regarding their variable cost and available capac-
ity, we argue that regulatory redispatch with cost compensation forms an upper
bound on the social welfare achievable under a zonal market design.

7.5 Test Case

7.5.1 Domain and boundary conditions

In this section the presented model is applied to a test grid (Gl) in the North Sea.
A schematic of the test grid is shown in Fig. 7.3. The location of onshore and
offshore nodes, candidate connection routes for HVAC and HVDC transmission
lines and the existing onshore grid (NTCs) are illustrated. The exact locations
of onshore and offshore nodes are listed in Table 7.1.
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Table 7.1: Location of nodes in test grids and maximum capacity of candidate
Infrastructure.

Point Longitude Latitude P̂ ζ,max

[GW]
P̂ g,max

[GW]
Êj,max

[GWh]
UK1 52.21025 1.57374 3.0 - 1.0
FR 50.96332 1.82967 3.0 - 1.0
BE 51.32081 3.20768 3.0 - 1.0
NL 52.22215 4.49556 3.0 - 1.0
DE 53.67043 7.84620 3.0 - 1.0
DK 55.61420 8.72899 3.0 - 1.0
NO 58.43791 6.00292 3.0 - 1.0
UK2 55.68940 -1.91052 3.0 - 1.0
BE(WF) 51.53509 2.59644 4.0 4.0 0.02
NL(WF) 53.08300 3.51802 4.0 4.0 0.02
DE(WF) 54.34610 5.52400 4.0 4.0 0.02
DK(WF) 55.90115 6.22240 4.0 4.0 0.02
UK(WF) 57.33721 0.81425 4.0 4.0 0.02
*The coordinates specified are only estimates based on
proposed projects in [173,214].

Candidate Expansion

GATE planning is carried out on test grid Gl considering the maximum capacities
for candidate OWPPs (P̂ g,max), HVDC converters (P̂ ζ,max) and storage devices
(Êj,max) specified in Table 7.1. The costs of these components are listed in
Table 7.3. The upper limits placed on onshore converters reflect a dimensioning
incident of ±3 GW at all PCCs. Storage devices are assumed to be lithium
ion battery energy storage systems with a four hour duration. A summary
of type, capacity, length and cost for candidate cables is found in Table 7.2.
Because reactive power considerations in HVAC cables depend on both distance
and capacity, specific candidate cables are listed. By contrast, HVDC cables
maintain their transmission capacity over distance, hence to be concise, only
the capacities and per kilometer costs of the three candidate cable types used
are provided. For the full list of candidate HVDC cables refer to Table C.1 of
the Appendix.
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Table 7.2: HVAC and HVDC candidate cables
[215,216].

n·cm2 MVA km Cost
AC1 12·16 4213 61 1520
AC2 11·10 3319 61 1065
AC3 8·10 2414 61 785
AC4 11·16 3236 146 3345
AC5 12·6.3 2479 146 2338
DC1 4·15 4085 - 3.593
DC2 4·10 3288 - 3.194
DC3 2·20 2407 - 2.575
HVAC cable costs are in M€
HVDC cable costs are in M€/km

Table 7.3: Infrastructure costs
[215,217]

Component Cost
OWPPs 2100
Onshore converters 192.5
Offshore converters 577.5
Onshore storage 183
Offshore storage 275
Costs are in €/kW
(€/kWh for storage)

Table 7.4: Marginal price of generators [173].

Generation Type €/MWh
PV, Hydro 18
Onshore wind 25
Offshore wind 59
Other RES 60
Gas CCGT 89
Nuclear 110
Demand side response 119
Gas OCGT, Coal, Pump storage, P2G, Other non-RES 120
Light oil 140
Heavy oil, Shale oil 150

Existing Generation

The 2020 TYNDP by ENTSO-E [173, 218] provides current as well as 2030
and 2040 scenario based projections of the energy mixes per EU member state
and the UK. More on the scenario modelling is provided below. The capacity
of existing generation at onshore nodes (Ψg, P̄ g,max) is taken directly from
this resource and evolves through the simulation years based on the ENTSO-E
forecast. The assumed marginal costs per generation type, based on the LCOE,
are listed in Table 7.4.
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Table 7.5: Net transfer capacities in GW [173]2.

BE FR UK NL DE NO DK
BE 4.3 1 2.4 1
FR 4.3 4 3
UK 1 4 1 1.4 2.8 1.4
NL 2.4 1 5 0.7 0.7
DE 1 3 1.4 5 3.5
NO 2.8 0.7 1.64
DK 1.4 0.7 3.5 1.64

Onshore grid

The 2020 TYNDP also provides the NTCs between EU member states plus
the UK. These are specified for the modelled onshore nodes in Table 7.5. The
existing onshore grid is modelled using point to point DC connections of capacity
equal to the associated NTC. The NTCs listed are for the year 2025. Throughout
the simulation years the onshore grid capacity remains static.

Demand

Similar to generation, the demand (Ψu) evolves over the simulation years
following the scenario projections for 2030 and 2040 provided in the TYNDP.
In the case that load cannot be fully met by available generation, demand side
response at a cost of 119 €/MWh can be activated. Should available demand
side response be exhausted and further load shedding still be required the Value
Of Lost Load (VOLL) is 5000€/MWh. The cost of demand side response is
considered in market price formation, the cost of VOLL on the other hand is not.
In the event of extreme energy shortage when VOLL is activated, an energy
price cap of 180 €/MWh as per EU regulation 2022/1854 [219] is enforced. A
constant consumer bid price of 150 €/MWh is assumed for calculating gross
consumer surplus.

Scenarios

The TYNDP scenarios of Distributed Generation, Global Ambition, and Na-
tional Trends are utilized in the analysis. Each scenario presents projections
regarding the evolution of demand and energy mix in EU member states and

2The NTC between DE and NO is 1.4 GW but was inadvertently excluded when calculating
the presented results.
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the UK, focusing on diverse pathways towards achieving a net-zero emissions
target by 2050. The Distributed Generation scenario assumes that these tar-
gets will be accomplished through widespread adoption of distributed RES. In
the Global Ambition scenario, the goals primarily rely on the commitments
made under the Paris Agreement. In National Trends, current policy of mem-
ber states is considered and a convergence with Paris agreement commitments
assumed come 2040.

Scenario generation is based on an iterative approach, involving stakeholder
consultation, scenario development and analysis, and further stakeholder engage-
ment. This approach aims at identifying the most realistic pathways towards a
low-carbon energy system of the future. Every two years, selected scenarios,
along with pertinent datasets, are published in the TYNDP scenario report.

Stakeholder consultation starts by identifying the key drivers and sources of
uncertainty that shape the future energy system. These factors, in combination
with historical datasets, serve as the basis for creating a range of potential
future scenarios. Subsequently, comprehensive analysis is performed on these
scenarios, and the results are presented to stakeholders for further refinement,
enabling the identification and improvement of any gaps within the modeling
methodology. For detailed information on the scenario development, please
refer to the TYNDP directly [218].

The three TYNDP scenarios discussed, are combined with normalized historical
RES generation profiles from the years 2014 and 2015, resulting in a total of six
scenarios within Ss. In this work each scenario is assumed to have an equally
likely probability of occurrence denoted as πs = 1/6, s ∈ Ss.

Temporal resolution

Hourly data is utilized for the demand and RES time series; however, to
obtain computational tractability, the problem size needed to be reduced. Each
simulation year was, therefore, represented by four selected 24-hour days. These
representative days were obtained by focusing on the offshore wind time series’
alone, as they hold primary importance in the model.

The clustering approach involves initially dividing the yearly time series’ into
four seasonal time series, spring, summer, fall and winter. Following this,
the k-medoids clustering method [220] is used on the normalized average of
all the considered offshore development zones, in order to identify a single
representative day for each season. Subsequently, the same identified time steps
are used for all other time series to ensure any temporal correlation is preserved
among them.
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For the modeling of the 30-year time horizon up to 2050, three representative
simulation years are used: 2020, 2030, and 2040. The data from the year 2020
is applied for the period 2020-2029, the data from 2030 is used for the period
2030-2039, and the data from 2040 is employed for the period 2040-2049. All
results presented below were obtained on a standard Dell lap-top with an intel
core-7 1.9 GHz processor and 16 GB of RAM.

7.5.2 Results

In this section the results of the proposed expansion planning model applied to
Gl are presented. Three market design case studies are examined to assess the
impact of the market on the GATE planning problem. The case studies are as
follows:

• nOBZ: each node is its own market zone.

• HMD: each OWPP is part of its home market zone.

• zOBZ: all OWPPs form a common offshore market.

In each test case a different offshore topology is obtained. The topology for the
nOBZ is shown in Fig. 7.4, that for the HMD in Fig. 7.5 and the zOBZ topology
is in Fig. 7.6. Please note, it is not the intent of this work to claim with any
certainty these are the best offshore networks possible, rather, they are the
optimal solutions found by our model under the many simplifying assumptions
we have discussed. This is not investment advice.

In the figures, the selected transmission line capacities as well as the build
schedule is shown. The capacities and build schedule for the HVDC converters
are shown adjacent to the respective figures in Tables 7.6, 7.7 and 7.8. In
terms of generation expansion, all OWPPs are expanded to the maximum 4 GW
immediately in the nOBZ and HMD. In the zOBZ, Belgian, German and Dutch
OWPPs are expanded to the maximum 4 GW in 2020 while in the UK 3.9 GW
are added in 2020, then the remainder in 2030 (essentially the same). In terms
of storage, 1 GWh of storage is scheduled for the Netherlands in 2040 regardless
of market design. A dominant feature of all topologies is the presence of HOAs.
Only a single radial OWPP connection is chosen across the case studies. This
is found in the HMD topology for the Belgian OWPP. This is reasonable as it
is the closest OWPP to shore.

Table 7.9 presents a ranking based on social welfare of gross consumer surplus,
redispatch cost, and combined net benefits for all agents for each case study.
To provide a more detailed analysis of the net benefits, Table 7.10 breaks them
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Figure 7.4: nOBZ Gl topology.

Table 7.6: HVDC converter expansion
planning schedule for nOBZ grid Gl.

Year ’20 ’30 ’40
P ζ,max

ne,y [GW]
UK1 2.9 3 3
FR 2.4 2.4 3
BE 0 0 1.8
NL 2.4 2.4 3
DE 2.4 2.4 3
DK 1.6 2.4 2.4
NO 3 3 3
UK2 1.9 2.4 3
BE(WF) 0.5 0.6 0.6
DE(WF) 3.7 3.7 3.7
NL(WF) 3.8 3.8 3.8
DK(WF) 3.7 3.7 3.8
UK(WF) 3.2 3.4 3.6

Figure 7.5: HMD Gl topology.

Table 7.7: HVDC converter expansion
planning schedule for HMD grid Gl.

Year ’20 ’30 ’40
P ζ,max

ne,y [GW]
UK1 3 3 3
FR 2.4 2.4 2.4
BE 0 0 2.4
NL 2.4 3 3
DE 3 3 3
DK 1.7 1.9 1.9
NO 3 3 3
UK2 1.7 2.4 2.4
BE(WF) 0 0 0
DE(WF) 3.7 3.7 3.7
NL(WF) 3.8 3.8 3.8
DK(WF) 3.7 3.7 3.8
UK(WF) 3.2 3.4 3.6

down by agent. In this context, net benefits refer to the difference between
gross producer surplus and investment costs for OWPP and storage developers,
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Figure 7.6: zOBZ Gl topology.

Table 7.8: HVDC converter expansion
planning schedule for zOBZ grid Gl.

Year ’20 ’30 ’40
P ζ,max

ne,y [GW]
UK1 2.4 3 3
FR 2.4 3 3
BE 0 0.6 1.5
NL 2.4 2.4 2.4
DE 2.4 2.4 3
DK 0 2.4 2.4
NO 3 3 3
UK2 0 3 3
BE(WF) 0 0 0
DE(WF) 3.6 3.7 3.7
NL(WF) 3.8 3.8 3.8
DK(WF) 3.7 3.7 3.8
UK(WF) 2.4 3.4 3.6

and congestion rent minus investment costs for TSOs. Four additional entries
indicated by asterisks(*) are listed. These four entries indicate the results of
operating either the HMD, zOBZ or nOBZ topology in a different market design
from which it was initially intended and are as follows:

• HMD*: the HMD topology operating in an nOBZ market.

• zOBZ*: the zOBZ topology operating in an nOBZ market.

• nOBZ*: the nOBZ topology operating in an HMD market.

• nOBZ**: the nOBZ topology operating in a zOBZ market.

The highest social welfare is achieved with a nodal pricing scheme. This is
not a surprising result. A result that is surprising, however, is that there is
essentially no difference in social welfare between the three topologies provided
they operate within a nodal based market design (nOBZ, zOBZ* and HMD*).
This effectively demonstrates the flatness of the solution space around the
optimal point(s), since the nOBZ topology is a proven globally optimal solution
with a known continuous upper bound. This knowledge is useful for planners
who need not invest large resources in guaranteeing global optimality as the
associated uncertainty is far larger than the small difference between a good
solution and the optimal solution.
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Table 7.9: Summary of social welfare for Gl in B€ over the 30 year time horizon.

Net
Benefit GCS Redispatch Social

Welfare
Difference

[%]
nOBZ 134.527 1920.331 0.000 2054.858 -
HMD* 134.040 1920.299 0.000 2054.340 -0.03
zOBZ* 131.151 1922.617 0.000 2053.767 -0.05
zOBZ 128.073 1926.606 128.596 1926.083 -6.27
nOBZ** 129.561 1921.987 127.006 1924.543 -6.34
nOBZ* 128.707 1924.729 145.615 1907.821 -7.16
HMD 128.284 1916.556 155.168 1889.672 -8.04

Table 7.10: Summary of costs and benefits for Gl in B€ over the 30 year time
horizon.

Transmission OWPP Storage
Costs Benefits Costs Benefits Costs Benefits

nOBZ 21.754 64.147 42.000 134.135 0.059 0.058
HMD* 22.380 64.722 42.000 133.700 0.059 0.058
zOBZ* 22.984 70.453 41.885 125.568 0.059 0.057
zOBZ 22.984 57.703 41.885 135.241 0.059 0.056
nOBZ** 21.754 53.452 42.000 139.866 0.059 0.057
nOBZ* 21.754 49.015 42.000 143.459 0.059 0.047
HMD 22.380 48.526 42.000 144.152 0.059 0.046

Perhaps a more interesting aspect for planners to focus resources on is finding
a topology that has high social welfare coupled with a desirable distribution of
benefits among stakeholders. For example, the nOBZ has 6.8% higher benefits
for OWPP developers compared to the zOBZ*. Of course, there is no free lunch
as benefits decrease by 9% for the transmission developer between these two
topologies. A favourable distribution of benefits may help attract more private
investment and facilitate the approval process. Doing so without sacrificing
overall social welfare is an obvious positive.

Upon comparing the initial three rows of Table 7.9 with the subsequent four rows,
a noteworthy observation is made: the nodal market case studies outperform
all zonal market case studies by 6–8% in terms of social welfare. Within the
zonal market models, the HMD model exhibits the poorest performance. Our
modeling results indicate that having prior knowledge of the market design
was not essential, as the social welfare achieved when operating a topology
designed for one market design in another is nearly equivalent to that achieved
with the market-specific design. It is important, however, to exercise caution
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when extrapolating this conclusion more broadly, as a single test grid does not
provide sufficient evidence to do so.

Despite the poor performance of the topologies intended for use in a zonal
market, their high level of social welfare in a nodal market makes them possible
candidates as decomposition techniques. Unfortunately, the nOBZ approach
does not scale well and is more computationally expensive when compared to
the zonal approaches. Comparing computation times the zonal approaches
each found a solution in ≈2.5 hours, while the nOBZ took twelve hours before
timing out with a small optimallity gap of 0.04%. For large problem sizes where
the nOBZ approach proves intractable, the proposed zonal may be a good
alternative or starting point for the optimization process. The zonal approach is
expected to scale better than the nOBZ as it naturally decomposes the problem
into inter- and intra-zonal variables.

The return on investment is shown in Fig. 7.7. In this case study, all developers
achieve a positive return on investment regardless of market design. Certain
market designs are more appealing to certain developers however. Under a HMD
the return on investment for OWPP developers is highest while transmission
and storage developers have their highest return on investment in an nOBZ. The
increased benefits to OWPPs in a HMD is explained by increased energy prices.
The average energy price for onshore nodes is shown in Fig. 7.8 and for offshore
nodes in 7.9. The HMD design boasts the highest average energy prices both
offshore and onshore. While this equates to higher profits for OWPPs it also
means lower gross consumer surplus hence the poor performance of this market
design. In our model, the average European wide energy prices from lowest to
highest were found in the nOBZ (90.86 €/MWh), zOBZ (91.21 €/MWh) and
HMD (93.23 €/MWh). Of course, due to the simplicity of such a model, this
cannot be reliably extrapolated to the real European energy market as a whole.

From a wind resource use perspective the topologies do not differentiate from
each other. All designs result in very little wind curtailment as internal con-
gestion of the offshore grid is not considered. This is shown in Fig. 7.10. The
zOBZ does result in a higher amount than the other two but the total is still
only about 0.5% of the total energy production.

Redispatch cost does vary substantially across zonal market models. The HMDs
have higher redispatch costs than the zOBZs. In Fig. 7.11 a percent breakdown
of redispatch costs by generator type is shown. In all cases the most commonly
redispatched generator type is a CCGT. The value given for RES includes hydro
sources. Observe that in the HMDs, almost 5% of the overall redispatch cost is
attributed to VOLL. This is particularly interesting as there is no increase in
lost load between the market designs. They all result in approximately 3.5 TWh
of lost load, see Fig. 7.10. This can be attributed to the pivotal supplier effect
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discussed in section 7.2. Since OWPP to home market congestion is ignored
at initial dispatch the VOLL is shifted to the redispatch phase. Since VOLL
has such a high cost (5k€/MWh), if it were considered as part of market price
formation wind fall profits would result in the nodal pricing schemes and the
overall social welfare of the market design would be reduced. This could lead
to a misinterpretation of the results as HMDs would appear much better than
in reality. In this case the energy cap of 180 €/MWh implemented when VOLL
is activated avoids this scenario.

A final point worthy of mentioning is the noticeable lack of storage built across
the test cases. This could be for many reasons related to the simplicity of
the modelling approach. Some possible improvements that could be made to
better model storage expansion are a two stage market, reserve market and unit
commitment constraints.

7.6 Conclusions

In this chapter, we present the formulation of the OW-GATE planning model for
grid level Gl. The goal of this planning model is to find the optimal transmission
topology, the macro location and capacity of new OWPPs, and the timeline for
constructing the network and generation. The implemented formulation is a
stochastic, multi-level, step-wise, mixed-integer linear program.

3Potential OWPP production: 2287 TWh (nOBZ/HMD), 2284 TWh (zOBZ). Total load:
50366 TWh.
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We present two variations on the formulation based on different energy market
designs: nodal pricing mechanism and zonal pricing mechanisms. The formula-
tions allow OW-GATE planning to be performed under the assumption of a
certain market design, or to investigate how an existing transmission network
would perform given a change in the energy market design.

We test the OW-GATE formulation on a North Sea test grid, and investigate
three offshore market designs: a nOBZ, a zOBZ, and a HMD. All three topologies
incorporate HOAs. The nOBZ is shown to be the market design with the highest
social welfare, while the HMD provided the lowest amount of social welfare and
the highest average European-wide energy prices.

We find that social welfare is more market-dependent than topology-dependent,
as all three topologies resulted in similar overall social welfare, provided they
were operated in a nOBZ. As an upper bound on social welfare is calculated as
part of the expansion plan obtained considering a nOBZ a priori, we can infer
from the result that the solution space is fairly flat around the optimal point.
Planners should therefore focus on finding a topology that distributes benefits
among stakeholders in a desirable manner rather than overly stressing to design
the optimal topology.

While zonal markets were shown to be undesirable from a social welfare perspec-
tive, a zonal planning model shows promise from a computational perspective.
The nodal planning model is much more computationally expensive than the
zonal models as zonal models naturally decompose the problem into inter- and
intra-zonal networks. Using a zonal expansion strategy may prove a desirable
starting point when modelling computationally intractable problems. This is
not to say, however, that investigating more efficient structure exploiting de-
composition strategies such as fast consensus ADMM [221] or Bender’s [123]
should be overlooked.

We identify potential shortcomings of the model due to the lack of storage
built under any of the market designs. It is theorized that capturing the
benefits of storage may require the implementation of some or all (and more)
of the following: a two stage market, a reserve market and unit commitment
constraints. Another shortcoming of the model is the lack of consideration of
uncertainty within the operational time frame.



Chapter 8

Conclusions and future work

8.1 Overview

Europe is currently undergoing a significant energy transition towards dis-
tributed, carbon-free, renewable energy technologies, such as solar and wind, to
mitigate the worst effects of climate change by limiting greenhouse gas emis-
sions. In the North Sea, where vast offshore wind resources exist, offshore wind
power plants are set to play a crucial role in this transition. However, efficiently
harnessing the North Sea wind resources requires the development of an offshore
transmission network to the best development regions for the power plants,
due to the physical location of the resource. As the North Sea is surrounded
by multiple countries, each with their own energy markets, interconnecting
these regions would increase market integration and offset some of the inherent
volatility in renewable energy sources. A meshed HVDC network is the most
desirable technological solution due to the high capacity and length of the re-
quired transmission, as well as the high reactive power flows in subsea HVAC
cables.

To efficiently develop the necessary offshore wind power plants and transmission
infrastructure, a holistic expansion planning methodology and set of tools are
required that can consider market design during the decision-making process.
The goal of this thesis was to develop such a methodology and framework that
integrates existing state-of-the-art planning approaches and newly proposed
methods where gaps in the state of the art exist.

Two gaps in the state-of-the-art offshore wind expansion planning models were
identified. First, the existing models focus either on high-level expansion plan-

151



152 CONCLUSIONS AND FUTURE WORK

ning for transnational grid development or on low-level models for planning
collection circuits and simple transmission networks for isolated, radially con-
nected offshore wind power plants. This gap is a result of the rapid development
in the offshore wind industry over the last three decades, with significant in-
creases in turbine and wind farm capacities and a shift towards far from shore
locations. The research conducted in chapters 4, 5, and 6 address this gap by
developing an intermediate capacity network expansion model that considers
multiple neighboring offshore wind power plants.

Second, while state-of-the-art expansion planning models have been developed
for energy market structures defined a priori, there is a lack of effective models
that address the initial decision of what market structure should be implemented.
This gap has led to the current situation where we are moving towards a meshed
offshore HVDC grid without a clearly defined energy market structure, resulting
in higher uncertainty and costs for developers. To address this, chapter 7 presents
a market-aware generation and expansion planning model that considers the
market structure as part of the decision-making process.

8.2 Summary of work performed

The principle objectives of the thesis were divided into smaller goals that are
addressed as the chapters progress. Chapter 2 provides an in-depth presentation
of the necessary background theory, including an introduction to the problem of
expansion planning and the available solution methods that can be used to solve
it. The chapter also discusses the drivers of complexity, with a focus on those
specific to offshore expansion planning. These include the high reactive power
in HVAC sub-sea cables compared to overhead lines, and the green field (or only
slightly browned field) nature of the problem. Increased reactive power tends to
favor HVDC, while the green field nature of the problem increases the number
of binary decision variables needed for candidate equipment. The chapter then
provides an overview of the state-of-the-art models available, highlighting the
high and low-level models and the gap in between the two scales.

Chapter 3 presents a high-level overview of the proposed methodology. A divide
and conquer approach is proposed. The problem is split into three grid capacity
levels. These levels are then each sub-divided further into a collection of fourteen
steps grouped into six sequential planning stages. Following the six planning
stages, an offshore grid can be constructed in a top-down manner, where the
higher capacity grids define the macro location and build schedule inputs of the
lower capacity grids, and the lower capacity grids dictate the micro location of
infrastructure such as offshore substations. The chapter also discusses the best
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available data sources for describing the domain and boundary conditions of
the problem. Five categories of data are identified, then, sorted by relevancy to
each sub-problem. When multiple data sets are available for a given data type,
the strengths and weaknesses of the sets are contrasted.

Chapter 4 presents the proposed offshore wind transmission network expansion
planning problem formulation for multiple neighboring offshore wind power
plants. The chapter highlights the challenges posed by the green field nature
of the problem, which can make using a traditional approach based on integer
positions of candidate offshore substations problematic. The number of binaries
required for the candidate infrastructure experiences a combinatorial explosion,
quickly creating a problem that is intractable. To address this, an alternative
greedy search algorithm is proposed, which is able to efficiently search the
topological search space for high-quality solutions, returning a priority queue of
optimal topologies for all possible connection combinations of the offshore wind
power plants passing through a single export cable.

From the greedy search result, a simple method to determine the optimal
topology with one or more export cable connections to a point of common
coupling is presented. The greedy search algorithm is bench-marked against
an MILP formulation and shown to at least match the solution quality with
much lower computation times. It is also shown to solve problem sizes that
are intractable to the MILP. This problem size is bench-marked against a
sequentially cascading MILP. Not only does the greedy search find a better
solution than the benchmark in a quicker time, but it is also able to find a
better version of the benchmark solution topology. The improved version of the
solution topology is due to the ability of the greedy search algorithm to model
the positions of candidate offshore substations as a continuous variable versus
the integer positions necessary in the benchmark, thus locating the offshore
substation optimally.

Chapter 5 presents an extension to the greedy search algorithm, which enhances
its capacity to handle larger feasible problem sizes. This extension employs
association rule mining, a machine learning approach, to generate dynamic
constraints for the feasible search space of the algorithm. Since training data sets
for wind farm transmission connections are limited, a synthetic data generation
method is also proposed.

The hybrid ARM-greedy search algorithm is compared against the original
greedy search algorithm for feasible problem sizes and is shown to find the
identical result in all cases except one. The single exception resulted in a tiny
degradation on the original solution of 0.1%, well within the error of the model.
Subsequently, the hybrid algorithm is tested on problem sizes that are beyond
the capability of the original greedy search algorithm. The solution quality is
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assessed using the error in a control population of wind power plant connections,
and it is found that the solutions generated by the hybrid algorithm remain
of high quality effectively increasing the feasible range of problem sizes of the
original greedy search algorithm up to 21 OWPPs from twelve.

In Chapter 6, a further addition to the greedy search algorithm is introduced
that enables the incorporation of highly non-linear constraints, such as seafloor
bathymetry and marine spatial planning. As these constraints vary significantly
across different cases, ad-hoc approaches are proposed. An algorithm is presented
that identifies candidate offshore substation locations by balancing the minimized
cable length cost against the cost of the offshore substation foundation. The
algorithm employs a penalty function and the A∗ route finding algorithm to
determine the shortest paths between connection points and then identifies
the shallowest areas in the vicinity of these paths. Given the large size of
the graphs used to represent sea bathymetry, the route finding algorithm can
be computationally expensive. Therefore, two approximations of the full 3D
spatial approach are proposed. The full method and the two approximations
are compared using the Belgian offshore wind development region as a case
study. All methods are capable of identifying high-quality solutions, with the
approximations resulting in a considerable reduction in computation time at
the cost of a minor degradation in solution quality.

In Chapter 7, an offshore wind generation and transmission expansion planning
formulation is introduced. This formulation is designed to be market-aware and
is presented in the form of a stochastic, step-wise, mixed integer linear program.
Two variations of the formulation are presented, one based on a nodal pricing
method and the other on a zonal pricing method. These formulations enable
the user to design for a specific market structure and also compare different
designs under varying market structures.

A test case is presented for the North Sea region to plan offshore generation and
transmission infrastructure over a thirty-year horizon while considering three
possible market structures: a nodal offshore bidding zone, a home market design,
and a zonal offshore bidding zone. The resulting offshore network topologies
suggest that the market structure has a more significant impact on social welfare
than the network topology. It is observed that operating within a nodal offshore
bidding zone leads to higher social welfare regardless of the solution topology
chosen. Furthermore, the study finds little difference in social welfare between
the three solution topologies provided they all operate within a nodal offshore
bidding zone market structure.
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8.3 Overall conclusions

Several important conclusions have been drawn from this research. It is useful
to partition these into those relevant for modelers and those relevant to grid
planners such as TSOs. Those relevant to modelers will be discussed first,
followed by those relevant to planners.

At the scale of offshore wind power plant transmission systems, it has been found
that while mathematical programming approaches can provide a mathematically
global optimal solution, the strict requirements on the search space can eliminate
a priori desirable solutions. Algorithmic approaches, on the other hand, such
as the greedy algorithm presented in chapter 4, may provide the opportunity
to define an expanded search space resulting in a superior solution despite not
providing a guarantee on global optimality.

The exclusion of an optimal solution can occur a priori in mathematical pro-
gramming due to structural constraints on the search space, such as convexity
or linearity, or in the case of mixed integer expansion planning problems, due
to heuristics introduced when defining the candidate equipment in the first
place. This underscores the importance of having robust rules for defining can-
didates, and approaches such as that presented in Chapter 5 using association
rule mining can greatly improve performance of a particular method.

Additionally, much consideration should be given to what constraints can be
used to better define candidate infrastructure and restrict the search space.
As demonstrated in Chapter 6, including bathymetric data and marine spatial
planning can actually narrow down the possible locations for candidate offshore
substations, simplifying the problem.

For planners, at the macro grid scale, while considering market-aware planning,
our model presented in chapter 7 indicated that the social welfare of the
system is more dependent on the market design than the technological design.
Multiple topologies with very similar levels of social welfare, including one with
a guarantee of global optimality, could be built in a nodally priced market
structure, indicating that the search space around the optimal solution topology
is relatively flat. This implies that planners should be less focused on designing
the singular optimal topology and more focused on finding a topology that
distributes the benefits among stakeholders in a desirable manner under the
chosen market structure. To this end, our model indicated a nodal offshore
bidding zone provides the highest social welfare, while the home market design
provided the least.
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8.4 Limitations

First, it is important to stress that the work performed as part of this thesis is
not investment advice. I am not a financial advisor. The topologies presented
and infrastructure investments discussed are the product of (often simple) test
cases developed to investigate various planning and optimization strategies. In
each case, there was an honest effort to choose the best available input data
and make the most logical assumptions when needed. This does not imply,
however, they are without error. I have done my best to be transparent with the
assumptions and input data and leave it to the reader to decide for themselves
when and where these were valid. And to do their own research. Hopefully
research based on something interesting or novel that they learned while reading
this thesis, that is related to the overall methodology or a particular approach
adopted and not based on the specifics of the resulting infrastructure designs.
In short, if anyone reading this gets the urge to invest billions of euros into
infrastructure presented in this work, my recommendation is to please take a
cold shower, then contact your financial advisor.

In an effort to enhance transparency, the author presents a list of assumptions
made for the optimization models presented in this work. It is important to
note that while these assumptions were deemed acceptable by the author, they
may not be considered as such under certain conditions by readers.

• For Chapters 4, 5, and 6, the following assumptions were made:

– The calculation of OPEX (losses, expected energy not transmitted,
and corrective maintenance) for a radial topology is assumed to be
possible a priori.

– The aforementioned quantities are assumed to be reasonably esti-
mated based on a historical generation time series.

– CAPEX is assumed to be reasonably estimated based on historical
prices.

– The greedy algorithm assumes that the optimal topology can be
obtained through cost minimization alone, i.e., the sum of CAPEX
and OPEX.

– The greedy algorithm models a single OWPP as a point located at
the geographic center of the proposed concession, and the concession
is modeled as a perfect circle.

– The greedy algorithm TNEP formulation assumes that the optimal
topology is radial.

• For Chapter 5, the following additional assumptions were made:
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– The ARM-greedy algorithm assumes that a sufficient description of
the search space is obtained by modeling the relative extremes and
the mean in terms of possible wind development region layouts, i.e.,
parallel, perpendicular, and block formations.

– The ARM-greedy algorithm assumes that the proposed method of syn-
thetic data generation provides a “rule-making” and a “control” pop-
ulation that are sufficiently independent to permit cross-validation.

• For Chapter 6, the following additional assumption was made:

– The 3D candidate OSS placement algorithm assumes that an in-
crease in depth alone is sufficient to approximate the additional OSS
foundation cost.

• For Chapter 7, the following assumptions were made:

– Transmission developers are modeled as merchants obtaining revenues
from congestion rent rather than via energy tariffs.

– Uncertainty within the operational time frame is ignored, as are unit
commitment constraints.

– The regulatory environment is considered uniform across European
synchronous zones and the UK.

– The UK is modeled as a member of the European internal energy
market.

8.5 Future work

To conclude, I would really like to thank anyone who has made it this far and
award them with some recommendations for interesting future work that have
come out of this research.

1. Establish benchmarks for the offshore wind transmission expansion plan-
ning problem to allow for more meaningful testing and comparison of
algorithms.

2. Develop algorithms for pre-processing candidate lines to reduce the number
of binary decision variables required in simulations.

3. Revisit collection circuit optimization to consider advancements in tech-
nology, such as the soon-to-be reality of 132 kV technology for collection
circuits, and investigate the most effective state-of-the-art approaches for
this voltage level in combination with an HVDC transmission network.
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4. Model and compare different kinds of flexible devices, such as lithium-ion
storage systems, electrolyzers, data centers and even crypto currency
mining rigs in the context of the offshore wind generation and expansion
planning problem to capture the benefits of flexible devices on the system.

5. Address the lack of consideration of the uncertainty within the operational
time frame in the GATE planning model of chapter 7. Consider modelling
a two stage energy market, a reserve market and unit commitment.

6. Optimize the sizing of transmission cables for renewable energy sources by
considering seasonality and exploring the possibility of combining floating
solar with offshore wind.

7. Develop decomposition strategies for the offshore wind GATE planning
problem to account for localized marginal (nodal) pricing, such as fast
consensus ADMM or Bender’s, and consider whether zonal decomposition
is an effective approach.

Finally, bridging the gap between academic research models, as presented in this
thesis, and those adopted by industry remains an essential task. Optimization
models developed in academia often focus on generating a single global optimal
solution based on a specific problem definition. However, industry requirements
are often more complex, and the problem definition may change from one
situation to another. As a result, solutions generated by academic models may
not fully meet industry use cases, and adapting them to do so can be costly
and time-consuming.

To address this challenge, it is important to prioritize models that offer flexibility,
allowing for the generation of multiple options that can be iteratively dissected,
recombined, and improved upon by design engineers. These hybrid tools should
leverage both cutting-edge algorithms and human intuition and experience.
Sacrificing the proof of global optimality for usability and flexibility may be
necessary in some cases, and finding the right balance between the two is a
challenging optimization problem in its own right.



Appendix A

Offshore transmission

A.1 Introduction

Onshore, HVAC transmission makes up the bulk of the existing transmission
network. HVDC is present but is generally reserved for high capacity point to
point connections. Offshore, this is unlikely to be the case as reactive power in
subsea HVAC cables makes long distance, high capacity transmission inefficient
and costly. The high reactive power in subsea HVAC transmission is perhaps
the single most influential factor when determining the choice of transmission
technology offshore. This important effect is visualized in Fig. A.1 for various
AC transmission voltages.

Two important conclusions can be drawn from the figure. First, the traditional
onshore approach of increasing the transmission voltage in order to increase
capacity while reducing transmission losses has its limitations, since reactive
power flows are proportional to the square of the voltage. Second, the impact
can be mitigated or eliminated by lowering the frequency. The infrastructure
required to alter the frequency, however, is expensive. Hence the choice of
transmission technology from an economics perspective comes down to whether
it is cheaper to compensate for the reactive power in an HVAC system or convert
to a different network frequency.

1The work of this chapter has been published as: Stephen Hardy, Hakan Ergun, Dirk
Van Hertem, Stijn Hendrix, Kristof Van Brusselen, ‘Techno-Economic Analysis of HVAC,
HVDC and OFAC Offshore Wind Power Connections,’ in the conference proceedings of the
2019 IEEE Milan PowerTech. The content of the paper has been modified here to make it
consistent with the other chapters of this dissertation. The first author is the main author of
the paper.
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Figure A.1: 500mm2 AC cable capacity dependence on voltage, frequency and
distance.

A.2 Transmission options

The purpose of an offshore electrical power system is to efficiently and reliably
collect and transmit the power generated at an offshore wind turbine to an
onshore PCC. The power system can be effectively divided into three sub-systems.
The collection circuit, the collection platform or OSS and the transmission
system. Within each sub-system decisions such as technology e.g. alternating
current or direct current, voltage level, frequency, topology and redundancy
must be assessed.

The simplest transmission system consists of a radial connection to shore. A
majority of OWPPs to date are connected in this manner. Transmission can
be done in either HVAC or HVDC. There are several variations on HVAC
transmission. The transmission options available are summarized in Fig. A.2.

Option (A): MVAC. A connection is made directly to shore at the voltage
level of the collection circuit. This is only feasible when OWPPs are very
close to shore.

Option (B): HVAC. As an OWPP moves further from shore, there comes
a point where it is cheaper to build an OSS and step up the transmission
voltage from MVAC to HVAC [222]. Lengthening HVAC submarine
cables suffer from ever increasing capacitive reactance. The reactive
currents eventually become so large that the entire thermal capacity of
the transmission line is consumed by reactive power. This cut-off point is
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Figure A.2: Single line diagrams of (A) MVAC. (B) HVAC. (C) Mid-point
compensated HVAC. (D) HVDC. (E) LFAC.

calculated as in:
L = I

2πfC ′ · V
, (A.1)

where I is the rated current, V is the rated voltage, f is the system
frequency and C ′ is the cable capacitance.

Option (C):MPC-AC. Over a certain range, it is economic to compensate
the reactive power in the cable by using shunt reactors at each end. When
this range is exceeded, there is the option to build a platform at the
mid-point of the cable and provide compensation in three spots rather
than two.

Option (D): HVDC. As capacity and distance increase past a certain
point, compensating for reactive power becomes too costly and HVDC
transmission is the economic choice. MVAC is brought to an HVDC OSS
where the voltage level is increased and it is rectified for transmission to
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shore. Onshore a second HVDC station inverts the DC back to AC for
connection with the existing grid.

Option (E): LFAC. There is a further option for dealing with the excessive
reactive power buildup, transmitting at a frequency lower than standard
50 Hz but above 0 Hz (HVDC). Typical low frequency systems such as
those used in railway traction operate at 1/3 mains frequency or 16.7 Hz.
Theoretically, however, we can chose any frequency we like from direct
current up to 50Hz.

A.3 Cost modelling

The cost model developed for this work attempts to capture the non-linear
effects associated with reactive power and the discontinuities due to integer
quantities of infrastructure investment. A trade-off between an investment in
redundant paths (reliability) and upfront CAPEX is sought. The cost functions
are adapted from those first proposed in [139]. Costs reported in commercial
projects [183–188] are then relied on to calibrate the costs of contributing
components. Cable data is taken from [216,223,224]. The included cable cross
sections at each voltage level are listed in tables A.1 and A.2. The data structure
of the model is displayed in Fig. A.3. As the original cost model was developed
four years ago, the results presented in this chapter have been updated to reflect
the most recently available data.

Transmission systems are broken down into several contributing costs. First,
TCs and RCs are differentiated. TCs are distance independent costs associated
to a node, for example an OSS and its components. RCs are costs tied to the
cabling and depend on distance. TCs and RCs are then further subdivided
into CAPEXs and OPEXs. All up front costs for equipment and installation
are grouped into CAPEXs. All lifetime costs for corrective maintenance, losses
and EENT are grouped into OPEX. The terms TCCs and RCCs are used for
CAPEXs while TLCs and RLCs are used for OPEXs.

A.3.1 CAPEX

The non-linear features of the RCCs and TCCs are discussed in this section.
The functions presented below use a superscript notation to avoid unnecessary
repetition of equations. The xx notation is a place holder identifier that varies
based on the transmission technology chosen. The cost of a specific technological
solution can be determined by replacing xx with AC for HVAC, DC for HVDC
or LF for LFAC and choosing the relevant cost parameter from table A.3.
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Table A.1: HVAC cable sizes.

kV mm2 Amps €/m
66 95 300 187.9
66 120 340 199.5
66 150 375 211.1
66 185 420 227.4
66 240 480 251.7
66 300 530 274.9
66 400 590 306.2
66 500 655 345.7
66 630 715 387.4
66 800 775 436.2
66 1000 825 482.6
132 300 468 313.4
132 400 523 401.4
132 500 581 471.5
132 630 642 512.7
132 800 702 609.6
132 1000 1007 647.3
132 1200 1081 680
132 1600 1227 740
220 400 590 496.5
220 500 655 597.4
220 630 715 638
220 800 775 783
220 1000 825 812
220 1600 950 1162
400 630 594 1374.6
400 800 636 1496.4
400 1000 671 1731.3
400 1600 779 2436
400 2000 840 2670.9
400 2500 893 3000
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Table A.2: HVDC cable sizes.

kV mm2 Amps €/km
500 95 404 277.2
500 120 387 294.4
500 150 463 311.5
500 185 496 335.4
500 240 580 371.4
500 300 662 405.6
500 500 1072 510
500 630 1246 516.5
500 800 1438 525
500 1000 1644 535
500 1200 1791 545
500 1400 1962 555
500 1500 2043 560
500 1600 2123 565
500 1800 2265 575
500 2000 2407 604
500 2200 2540 633
500 2400 2678 662
500 2500 2746 719
500 2600 2814 776
500 2800 2937 890
500 3000 3066 1004

RCC

Subsea transmission is complicated by high reactive power flows within alternat-
ing current cables that increase with network frequency, transmission voltage
and distance as in:

Qxx = 2π · fxx · qxx
cbl · (V xx)2 · lxx

cbl · nxx
cbl, (A.2)

where, f is the network frequency in Hz, V the transmission voltage in kV, qcbl

the capacitance of the cable in F/km, lcbl is the cable length in km and ncbl is
the number of cables in parallel.

It is typical to distribute reactive power compensation 50% onshore and 50%
offshore. With this distribution the remaining cable capacity available for real
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Figure A.3: Hierarchy of the cost model. CAPEX is in blue. OPEX is in red.

power transfer is calculated as in:

P xx
cbl =

√
(Sxx

cbl)2 −
(

Qxx

2

)2
. (A.3)

The cost of supplying this compensation is estimated as:

Cxx
q = cxx

ossQxx

2 + cxx
ss Qxx

2 , (A.4)

where coss and css are the per unit costs specified in table A.3 for offshore and
onshore reactive compensation respectively. The cost of supplying the cable is
given by:

Cxx
cbl = nxx

cbl · cxx
cbl · lxx

cbl (A.5)

where cxx
cbl is the per unit length cost in €/km. The total RCC is the sum of

the cable and reactive power compensation as in:

RCCxx = Cxx
q + Cxx

cbl. (A.6)
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Table A.3: Summary of cost parameters used in the economic model.

xx: AC DC LF Units Description

cxx
oss 0.10 0.00 0.10 €/W cost of reactive

compensation offshore

cxx
ss 0.17 0.00 0.17 €/W cost of reactive

compensation onshore
cxx

oss 19.60 110.25 19.60 M€ fixed cost of OSS

c̃xx
oss 0.08 0.24 0.08 €/W OSS substructure

variable cost

c̃xx′
oss 0.10 0.24 0.10 €/W OSS balance of plant

variable cost

βxx
oss 0.10 0.10 0.10 €/W OSS penalization factor

for parallel paths

βxx
ss 0.33 0.15 0.15 €/W Onshore substation

variable linear cost

γxx
ss 0.75 1 1 - Onshore substation

variable exponential cost
ηxx

oss 99 98 98 % OSS conversion efficiency

ηxx
ss 99 98 98 % Onshore substation

conversion efficiency

The non-continuous, exponentially increasing cost of (A.6) for a 220 kV, 50 Hz
HVAC transmission up to a capacity of 1 GW and length of 100 km is shown
in Fig. A.4. The non-continuous step-wise nature of the function is a product
of the finite set of available cable cross sections.

TCC

TCC is the sum of the costs for the offshore and onshore substations. The cost
of an OSS varies over the multi-dimensional axes of capacity, redundancy, and
ocean depth as in Fig. A.5. The discontinuous plots of one to four illustrate
the number of parallel paths within the OSS (redundancy). This relationship is
expressed as:

Cxx
oss = σ(ζ)(cxx

oss + (1 + βxx
oss · (nxx

oss − 2))(c̃xx
oss + c̃xx′

oss) · P xx
oss · αxx),

where σ(ζ) = 0.0136 · (ζ − 17) + 0.7676
(A.7)

where noss is the number of parallel paths, βoss is the penalization factor for
greater than two parallel paths, coss is the fixed OSS cost, c̃oss is the variable
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Figure A.4: 220 kV, 50 Hz cable cost
as a function of power and distance.

Figure A.5: Cost of an OSS as a func-
tion of sea depth, capacity and redun-
dancy.

substructure cost, c̃′
oss is the variable balance of plant cost, Poss is the substation

capacity and ζ is the sea floor depth. α is a scaling factor for LFAC discussed in
further detail below. For HVAC and HVDC networks it is always equal to one.

In an onshore substation, no substructure is required therefore increased relia-
bility does not result in a substantial increase in steel and concrete as it does
offshore. As such, n-1 reliability is assumed and the simpler cost function:

Cxx
ss = βxx

ss · (P xx
ss )γxx

. (A.8)

is considered.

LFAC

Estimating the cost of an LFAC system is difficult as no commercial projects
have been built. In this work it is assumed that the lower frequency would
be generated at the output of each turbine. As such the collection circuit as
well as the transmission system benefit from the lower frequency. It is assumed
that no additional cost is incurred to supply a sub 50 Hz frequency turbine
mounted inverter. The cable costs are also assumed to be the same as a 50 Hz
system despite an expected decrease in the skin effect, potentially allowing the
cross section to be reduced. These two neglected costs are assumed to be small
and to operate in opposite directions, i.e. reducing converter frequency to non
standard will increase cost while reducing skin effect will reduce it.
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The main cost associated with a lower frequency is assumed to be at the OSS
as transformers and reactors are the components most affected by a drop in
frequency. Since the magnetic flux density is not significantly altered with
changing frequency, the desired voltage must be maintained by either changing
the number of turns or the area of the core [225]. This will result in an increase
in the size and cost of the components, which in turn will translate to an overall
increase in the size and cost of the OSS.

As frequency decreases from 50 Hz, it is assumed the cost of an LFAC OSS
will range from that of a standard HVAC OSS of the same capacity up to that
of an HVDC OSS as the frequency approaches 0 Hz. It is also assumed that
cost will increase proportionately with the size of a transformer. Therefore
to size α in (A.7), studies estimating the increase in size required for 1/3
frequency transformers were consulted. In [225] the overall increase in the mass
of transformers is shown to be approximately 77 %. In [226] however, a doubling
in mass is projected. Using these two bounds, an expected range for the OSS
cost is defined as:

(fac

fxx + 1.6)/2.6 ≤ αxx ≤ (fac

fxx + 1)/2 : fxx > 0. αxx = 1 : fxx = 0. (A.9)

The onshore LFAC substation is assumed to cost the same as an equivalently
sized voltage source converter HVDC substation. On one hand this may be an
underestimate as according to [227], the number of active switches and reactive
components for an AC/AC converter is greater than for an AC/DC. Particularly,
if back to back converters are required. On the other hand, the use of lower cost
line commutated converter technology rather than voltage source converters
should be possible.

A.3.2 OPEX

Losses

Equipment losses are modelled as the sum of variable losses in the cables (RLC)
and fixed losses in the transformers and converters (TLC). Variable losses
capture the I2R losses in cables. Both alternating current and direct current
cables are modelled with the same equation:

RLCxx =
(

P xx
oss · ηxx

oss

nxx
cbl · V xx

)2
· rxx

cbl · lxx
cbl · nxx

cbl · T · E · δ, (A.10)

where rcbl is the cable resistance in Ω/km and ηoss is the conversion efficiency
of the OSS in percent. The alternating current resistance is used for alternating



COST MODELLING 169

current cables and direct current resistance for direct current cables. T , E and
δ are the operational lifetime (25 years), energy price (90€/MWh) and load loss
factor.

The load loss factor is a function of the square of the per unit power generation
profile as in:

δ =

T∑
t=0

(Spu
g,t)2

T
. (A.11)

Fixed losses occur in the transformers and converters. They are the magnetic
core losses in the transformers and the switching losses in the converters. The
fixed losses for offshore and onshore components are given by equations A.12
and A.13. ηss is the onshore substation conversion efficiency.

TLCxx
oss = P xx

pcc · (1− ηxx
oss) · T · E · δ (A.12)

TLCxx
ss = (P xx

pcc · T · E · δ −RLCxx)(1− ηxx
ss ) (A.13)

Reliability

System reliability is considered in terms of corrective maintenance and EENT.
corrective maintenance is considered post fault, meaning it is the cost of replacing
or repairing faulty equipment. Preventative maintenance is not considered within
the scope. Yearly corrective maintenance is calculated using the mean time
to repair(µ), failure rate(λ) and mean cost per repair(ξ) as in (A.14) [139].
The parameters for transformers, converters and cables are given in table A.4.
corrective maintenance for the remaining components is not considered. The
total corrective maintenance is obtained by summing over the NPV of all years
within the lifetime of the project. An intuitive understanding of (A.14) is as
the product of the availability (A), failure rate (λ) and mean cost of repair (ξ)
for each piece of equipment.

CMy =
[

nxx
oss · ξxx

oss

1
λxx

oss
+ µxx

oss

8760

+ nxx
cbl · ξxx

cbl

1
λxx

cbl
+ µxx

cbl

8760

+ nxx
ss · ξxx

ss

1
λxx

ss
+ µxx

ss

8760

]
(A.14)

The second component of reliability considered is EENT. Additional EENT is
available wind energy that must be curtailed due to system capacity constraints.
The system capacity may be constrained intentionally through under sizing
of equipment or due to component failure. ∆EENT is calculated as follows:
consider contingency i with constrained capacity, P cons

i , and probability of
occurrence, πcons

i , the per unit ∆EENT is given by:
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Table A.4: Reliability Parameters [139]

Equipment λ [1/yr] µ [hours] ξ [Me]

Transformers 0.03 1440(PCC)
4320(OSS) 2.75

Converters 0.12 720 0.56
Cables 0.08/100km 1440 0.56

Figure A.6: The constrained energy is equal
to the area under the power profile and
above the constrained capacity.

Figure A.7: The cost of EENT for
an arbitrary 1 GW piece of equip-
ment as a function of parallel paths
and availability.

∆EENT pu
i = Acons

i · πcons
i . (A.15)

Where Acons
i is the area under the OWPP generation power curve and above

the line y=P cons
i shown in Fig. A.6. The power generation profile is obtained

using meteorological data and the CorWind software [168]. Summing over all
contingencies and multiplying by the OWPP peak capacity gives the yearly
EENT. The cost of EENT is then obtained by summing the NPV of each year
within the lifetime.

Constrained capacities and their probabilities are calculated from capacity
outage probability tables for all considered contingencies. The capacity outage
probability table of a single piece of equipment is calculated as follows. A piece
of equipment x has capacity, Px. The number of possible states Nx of the
equipment is modelled as binary (1: functional, 0: broken). The availability of
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the piece of equipment Ax, is given by:

Ax = 1
1 + λx · µx

8760
. (A.16)

The resulting capacity outage probability table is as in table A.5. To construct

Table A.5: Example capacity outage probability table.

State (i) Capacity (P cons
x,i ) Probability (πcons

x,i )
1 Px Ax

0 0 1-Ax

a capacity outage probability table for an entire system, convolution of all
component capacity outage probability tables is done as in:

Pk =:
{

Px,i + Py,j Parallel
min(Px,i, Py,j) Series

πk = πx,i · πy,j

where i = {1, .., Nx}, j = {1, .., Ny}, k = {1, ..., Nx ·Ny}

(A.17)

If after combining two tables, two rows k have identical capacities, they are
combined into a single row with a common capacity and a probability equal to
the sum of the individual probabilities.

To illustrate the relationship between the redundancy of equipment, availability
and EENT, Fig. A.7 shows the cost of EENT for a fictitious transmission system
component connecting a 1 GW OWPP. The availability of the component is
varied between 0.9 and 1 while simultaneously varying the number of parallel
paths from one to ten. The net transmission capacity of the component is
maintained constant at 1 GW no matter the number of parallel paths. It is an
important observation that the marginal decrease in EENT is small after the
number of parallel paths exceeds two.

A.4 Results

What follows are the resulting estimates for the ranges of the analyzed trans-
mission technology options. Please note, the proposed model is simple and the
exact range for the technologies is highly dependant on available data thus the
presented ranges should be understood as only very rough estimates. When con-
sidering a radial connection with the options of 66 kV MVAC, 132 kV, 220 kV
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and 400 kV HVAC, 220 kV MPC-AC and 500 kV HVDC the technological so-
lution space is shown in Fig. A.8. Above 500 MW a relatively stable relation
appears where a connection made at 66 kV is the lowest cost option up to about
60 km, between 60 and 125 km it is better to transmit at 220 kV and once
125 km has been surpassed, HVDC becomes the best option. Below 500 MW
the relationship complicates.

At very low power levels the 66 kV range increases to a maximum of 125 km
at 100 MW. The range of 220 kV HVAC also increases. The highest viable
distance is at 225 km at 100 MW. In very few instances 132 kV becomes the
optimal choice. The range of MPC-AC starts around 150 km and reaches it’s
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Figure A.8: Range of optimal technology for a point to point connection
considering: 66 kV collection circuit, 132 kV/220 kV/400 kV HVAC, 220 kV
mid-point compensated HVAC, 500 kV HVDC.

maximum feasible range near 425 km. The optimal choice of technology in
the lower range of OWPP capacity appears complicated, however, it is likely
that this complicated technological solution space is more of a product of poor
data availability than a truly varied technological optimal. At low capacities,
the relative jump between single cable sizes can have a substantial impact on
the cost, e.g. choosing between a cable of 100 MW and 150 MW to transmit
110 MW. At higher capacities as cables start to be placed in parallel to meet the
load, the relative jump between available options decreases. This jump between
available sizes can be reduced by considering an exhaustive list of available
conductor sizes from multiple manufacturers as well as both aluminium and
copper options.

A surprising result is perhaps the complete lack of an optimal range for 400 kV
HVAC transmission. In reality, however, this result is expected. First, as was
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demonstrated in Fig. A.1 the available capacity of an HVAC cable for real power
drops with the square of the voltage as distance increases. This means that
the advantages gained of higher capacity and lower losses that make a higher
transmission voltage appealing for over-head lines are offset at higher distances
by reactive power flows. This fact alone would perhaps not completely eliminate
400 kV from the technological solution space but there is also the fact that due
to higher insulating requirements 3-core 400 kV cables are not available, making
the cost of installation significantly higher than at lower transmission voltages.

Considering the high value associated with standardization the results support
the idea that only three transmission technologies need be considered offshore:
66 kV collection circuits, 220 kV HVAC transmission and 500 kV HVDC. In
certain edge cases mid-point compensated HVAC may prove useful. It is strongly
believed, however, that in practice when cable manufacturers can be consulted
directly and an exhaustive selection of cross sections in both aluminium and
copper conductors can be considered any alternatives to these voltage levels
and technologies would only be marginally cheaper at the very best.

Having examined the technological solution space considering the current state
of available technologies, it is important to think in terms of future technological
solutions. In the near future 132 kV collection circuits will be available. If we
again calculate the optimal range considering currently available technologies
plus 132 kV collection circuits, the picture simplifies further as can be seen in
Fig. A.9. The need for anything beyond 132 kV collection circuits with 500 kV
HVDC seems unlikely. 132 kV collection circuits are the lowest cost option up
to about 175 km. From this point 500 kV takes over as the cheapest solution.
This technological arrangement results in a network that is simple and highly
standardized, simplifying long term planning significantly.

LFAC

If one is to consider the option of LFAC, the optimal choice of technology
in the 100–500 MW range is affected. This is shown in Fig. A.10. Almost
the entire range of mid point compensated HVAC would be better served by
LFAC, even if considering the high end cost estimate for LFAC (right side of
the figure). Despite having an applicable range, it seems difficult to justify the
development of such a technology for such a limited application. Using LFAC
would severely complicate standardization and supply chains. Furthermore, as
previously discussed, it is likely that sourcing more cable cross sections would
permit 500 kV HVDC to operate more cheaply within this range.

Comparing the various technological options available in greater detail for
225 MW as in Fig. A.11, we can see several transitions between different
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Figure A.9: Range of optimal technology considering: 132 kV collection circuit,
132 kV/220 kV/400 kV HVAC, 220 kV mid-point compensated HVAC, 500 kV
HVDC.

Figure A.10: Optimal range for LFAC technology when considering 66 kV
collection circuit, 220 kV HVAC, 220 kV mid-point compensated HVAC, 500 kV
HVDC up to 500 MW.
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technologies as the OWPP moves away from shore. The interplay of each
technological cost function is interesting. We can see that the alternating
current technologies start out much cheaper than the alternatives but their cost
starts to rapidly increase eventually turning parabolic. The increase affects
higher voltage levels quicker, first 220 kV moves to parabolic, then 132 kV and
66 kV. Using MPC-AC reduces this effect on 220 kV for a while but eventually
it too succumbs to the high cost associated with reactive power. Reactive power
is dealt with well by LFAC. Along the base of the figure, the slowly dropping
optimal frequency of transmission is shown allowing the cost function to remain
linear. The optimal frequency first starts to drop below 50 Hz around 100 km
from shore. Once 185 km is reached the frequency is 27 Hz and LFAC is the
lowest cost option. This continues up to 375 km. From 375 km on, there is
but one option, HVDC. When comparing the cost of LFAC and HVDC, both
are essentially linear, as reactive power does not play a significant role. HVDC,
though, has a higher fixed cost and LFAC a higher variable cost.

Figure A.11: Cost functions for different technologies at 225 MW.

A.5 Conclusions

In this section a techno-economic model for OWPP connections is developed.
Connection technologies considered are MVAC, HVAC, MPC-AC, HVDC and
LFAC. The model accounts for CAPEX, electrical losses, corrective maintenance
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and EENT. System reliability is considered by balancing upfront investment in
redundant paths (parallel equipment) with EENT and corrective maintenance.

The model is used to predict an optimal technological solution space under
varying OWPP capacities and distances from shore. It is shown that the entire
solution space can be effectively covered by only considering 66 kV collection
circuits with 220 kV HVAC and 500 kV HVDC. Both MPC-AC and LFAC are
found to have a useful range below 500 MW however, it is theorized that this
range would shrink and possibly disappear if a larger selection of cable cross
sections are considered as well as both copper and alluminium conductors. It
is also concluded that developing an LFAC system for such a limited range is
not desirable, especially when considering the benefits of standardization and
efficiency in supply chains.

When considering future technologies, 132 kV collection circuits can be included.
Doing so has a dramatic and positive impact on the solution space. If 132 kV
collection circuits are adopted, the 220 kV transmission level can be completely
eliminated. 132 kV becomes the best option for transmission up to about
175 km, after which 500 kV HVDC takes over. Having a single, standardized
HVAC and HVDC transmission voltage for all offshore transmission is certainly
a desirable outcome.



Appendix B

Meshed connections

B.1 Introduction

Until now, only radial connections for single OWPPs have been considered. In
this section the possibility of meshed connections between neighbouring OWPPs
are considered. As there is a growing consensus that an HVDC grid would be
meshed [16,228], the focus of this study is the HVAC network. To investigate
the question of whether offshore HVAC transmission networks should be meshed,
the following study is performed.

1. A random population of pairs of OWPPs is generated as described in
section B.1.1.

2. For each pair of OWPPs within the population two connection topologies
are calculated:

• The lowest cost radial connection.
• The lowest cost meshed connection.

Topologies are determined using the brute force method as described in
section section B.1.2.

1The work of this chapter has been published as: Stephen Hardy, Hakan Ergun, Dirk
Van Hertem, ‘A Techno-Economic Analysis of meshed Topologies of Offshore Wind HVAC
Transmission’, in the conference proceedings of the 2021 IEEE Madrid PowerTech. The
content of the paper has been modified here to make it consistent with the other chapters of
this dissertation. The first author is the main author of the paper.
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3. A statistical analysis is performed on the results to provide insight into
the frequency meshed topologies are the lowest cost option as well as the
characteristics of the OWPP layouts where this is most likely to be the
case.

B.1.1 OWPP population

A random population K of pairs of OWPPs is generated from the search space
described in Fig. B.1.

Sg
i

Sg
j

PCC

r
d

)θ

Figure B.1: Sampling domain.

A member κ ∈ K is described by a set of five variables:

κ = (Sg
i , Sg

j , r, d, θ). (B.1)

Sg
i and Sg

j are the maximum capacities of OWPPs i and j respectively. r is
the radius of the circle with both OWPPs laying on its perimeter. d is the
distance to the centre of the the circle measured from the PCC. And θ is the
angle formed by the line connecting the centre of the circle with OWPP j and a
perpendicular line to d that emanates from the centre of the circle. The values
of decision variables are restricted to the following ranges:

Sg
i and Sg

j ∈ {200, 210, ...990, 1000} [MVA],

0.5 ≤ r ≤ 15 km, 20 ≤ d ≤ 100 km, 0 ≤ θ ≤ π/2
(B.2)

The inherent symmetry of the search space is leveraged to restrict θ between 0
and π/2 without loss of information. Sampling with replacement as in [229] is



INTRODUCTION 179

used to build a total population K of size N = 16513. The population size was
selected to provide a (1− α) confidence interval of 99%, implying a sampling
error, e, of less than 1% as in:

N ≥
z2

α/2

4e2 , (B.3)

where zα/2 is the Z-statistic.

B.1.2 Connection topologies
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Sg
j
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PCC

RT1 RT2 MT1

Figure B.2: Connection options.

For each OWPP pair, κ, three topological variations of connections to the PCC:
radial connection 1 (RT1), radial connection 2 (RT2) and a meshed connection
(MT1) as shown in Fig. B.2 are calculated. The brute force approach is used
in each case to find the lowest cost component infrastructure. On the medium
voltage side 66 kV is considered and on the high voltage side, both 220 kV and
400 kV options are considered.

EENT

The cost of topologies RT1 and RT2 are calculated in the manner presented in
section A.3 of this chapter and require no further explanation. In the case of
topology MT1, however, a reduction in EENT is expected due to the increased
reliability inherent in a meshed topology. A modification in the calculation of
EENT is therefore required and is done as follows.
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Two variations of topology MT1 are defined: MT1# and MT1−. MT1# is
identical to MT1 in every way while MT1− is MT1 with the meshed connection
removed. For each of these variations we solve a linear program to maximize
the consumption at the PCC as in:

max
Sg,Sd,θ

Sd
pcc (B.4)

subject to constraints (B.5) for each considered contingency, c, i.e. failure of a
cable or transformer. This is done considering OWPP generation levels g of 20,
40, 60, 80 and 100% of full capacity. Due to the geographic proximity of the
OWPPs, the wind speeds are assumed highly correlated therefore Sg,max

i and
Sg,max

j are varied in unison.

In (B.5) N is the set of nodes in the topology and E the edges connecting the
nodes. Sg

i and Sd
i are the generation and demand at node i respectively, Sij

the power flow from node i to j, bij the susceptance between node i and j and
θi the voltage angle at node i.

Sg
i − Sd

i =
∑

(i,j)∈E
Sij −

∑
(j,i)∈E

Sji

Sij =
∑

(i,j)∈E
bij(θi − θj)

Sij = −Sji

0 ≤ Sg
i ≤ Sg, max

i

−Smax
ij ≤ Sij ≤ Smax

ij

θmin
i ≤ ∆θi ≤ θmax

i



∀i ∈ N

∀(i, j) ∈ E
(B.5)

For each contingency c and generation level g the additional power delivered to
the PCC via the meshed connection as in:

∆Sd(g, c) = Sd,#
pcc (g, c)− Sd,-

pcc(g, c) (B.6)

is calculated. By subtracting ∆Sd from the radial generation profile a new
power generation profile as seen by the component under contingency operation
in MT1 can now be constructed as in Fig. B.3. The adjusted EENT for MT1
is then calculated in the same manner as for a radial connection but with the
constrained energy defined by the area under curve S#

ij rather than S−ij .
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Figure B.3: Adjusted power injection profile in meshed topology.

B.2 Statistical Analysis

Considering RT1, RT2 and MT1 topologies as options results in a very low
percentage of MT1 topologies being chosen. At 220 kV this amounts to 0.6 %
of the time and at 400 kV, 1.4 %. A summary of the percent composition of
lowest cost topology over the sample population is provided in table B.1.

Table B.1: Percent composition of lowest cost connection topology for the
sample population considering RT1, RT2 and MT1 options.

220 kV 400 kV
RT1 RT2 MT1 RT1 RT2 MT1
61.4 38.0 0.6 47.6 51.0 1.4

To better understand this result it is insightful to exclude the RT2 topology and
make a comparison when considering only RT1 and MT1 topologies, as these
two variations only differ by the inclusion or exclusion of the meshed connection.
When doing so, the percentage of MT1 topologies selected increases to 4.2 % at
220 kV and 9.6 % at 400 kV. Of these connections a majority of meshing is on
the HV bus side (69.4 %) versus MV bus side (18.1 %).

The average savings achieved when a meshed connection is selected is small,
2.6 % at 220 kV and 6.5 % for 400 kV. Under the best conditions, however, the
savings can be much higher with the maximum savings at 220 kV found to be
14.7 % and 21.1 % for 400 kV. After isolating only the most beneficial meshed
connections, those that result in a savings of at least 10 %, they are found to
be concentrated around two regions in the solution space. For 220 kV this is
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found when OWPPs capacities are in the 300-400 MVA range and for 400 kV
in the 500-800 MVA range. These regions are illustrated by holding θ at zero
while plotting the savings of MT1 over RT1 in Fig. B.4.

In figures (A) and (C) the OWPP capacities are held constant while the distance
to shore (d) versus OSS to OSS distance (2r) is varied. In (B) and (D) the
distance to shore (d) versus OWPP capacity (Sg,max

i , Sg,max
j ) is varied, while

holding r = 1 km constant.

Figure B.4: Heatmap of percent savings of MT1 over RT1 for θ=0. Top: 220 kV.
Bottom: 400 kV. (A) Sg,max

i = Sg,max
j = 360 MVA. (C) Sg,max

i = Sg,max
j =

720 MVA. (B), (D) The OSS to OSS distance is fixed at 1 km.

A first observation, from (A) and (C), is that as the distance between OSSs
shrinks, the benefit of a meshed connection increases. This is a very logical result
as the cost of connecting the OSSs drops the closer they are. This also explains
why so many fewer MT1 topologies are selected when including the option of
an RT2 topology, as at short OSS to OSS distances the best alternative is to
eliminate an OSS entirely and connect both OWPPs at 66 kV to a single OSS
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and export cable. This observation is reinforced by the fact that the median
distance between OWPPs for selected MT1 topologies increases from 14 km to
20 km at 220 kV and 12 km to 19 km at 400 kV if RT2 is considered.

A second observation, from (B) and (D) is that there is an abrupt transition
(black to yellow) where MT1 topologies are most beneficial. Investigating these
regions in detail we find that this transition at 220 kV is at the point where the
RT1 export cable changes from a single 1000 mm2 3-core cable to two parallel
400 mm2 3-core cables. At 400 kV a similar finding, where three single core
2000 mm2 cables are no longer of sufficient capacity and are replaced by two
parallel sets of single core 630 mm2 cables. At both of these transitions the new
cable sets have low loading to max capacity ratios of around 70 %. In other
words, there is a poor match between available cable capacities and desired
transmission capacity.

This observation is further evidence towards the conclusion that radial offshore
HVAC network topologies are the best choice, since those found to benefit most
from meshed connections are due to the large step sizes between the cable cross
sections. This implies the very small percentage of MT1 topologies selected
would be even further reduced if an exhaustive list of available cable cross
sections and conductor materials were considered.

A final observation is that beyond the capacities discussed above, it becomes
necessary to start using parallel feeders for radial connections. As it was
demonstrated earlier in Fig. A.7, the benefit beyond two parallel paths from
increased reliability drops off rapidly making the need for meshing less likely.
Hence the lack of selected MT1 topologies in the higher capacity regions is in
line with expectations. Extending this thinking, we would not expect this to
change with an increase in OWPP capacities beyond the modelled 1 GW range
or 100 km distance from shore.

B.3 Conclusions

Having established a techno-economic solution space for radial OWPP con-
nections, a method to investigate the benefits of increased reliability through
meshed topologies is presented. The method looks at a representative sample of
pairs of OWPPs to see when the lowest cost connection involves a meshed con-
nection between the OSSs. Meshed connections are found to be rarely cheaper
than the simple radial connections.

Those that are cost effective tend to be concentrated around regions where
there is a poor match between available export cable cross sections and desired
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transmission capacity. As with the range for MPC-AC and LFAC it is believed
that in practice manufacturers would be able to provide a large enough selection
of cable cross sections and conductor materials to effectively reduce the higher
cost radial connections and make them competitive or even cheaper than the
few meshed topologies that were found to be cost efficient. An important
observation as to why meshing is not so effective is that many high capacity
radial connections already have built in redundancy as parallel cables are needed
to carry the required capacity (particularly at 220 kV). The marginal increase
in reliability gained from parallel paths above two can rarely be justified.



Appendix C

Candidate transmission lines

Table C.1: HVAC and HVDC Candidate transmission lines for North Sea GATE
test case.

Routes Candidate Cables (Sℓ)
start end km G
UK1 FR 175 DC1-DC3
UK1 BE 188 DC1-DC3
UK1 NL 250 DC1-DC3
UK1 DE 565 DC1-DC3
UK1 DK 754 DC1-DC3
UK1 BE(WF) 129 DC1-DC3
UK1 DE(WF) 443 DC1-DC3
UK1 NL(WF) 204 DC1-DC3
UK1 DK(WF) 639 DC1-DC3
UK1 UK(WF) 716 DC1-DC3
FR BE 130 DC1-DC3
FR DE(WF) 565 DC1-DC3
FR NL(WF) 328 DC1-DC3
BE NL 168 DC1-DC3
BE DE 511 DC1-DC3
BE DK 752 DC1-DC3
BE BE(WF) 61 DC1-DC3, AC1-AC3
BE DE(WF) 464 DC1-DC3
BE NL(WF) 247 DC1-DC3
BE DK(WF) 684 DC1-DC3
BE UK(WF) 859 DC1-DC3

185
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NL DE 346 DC1-DC3
NL DK 586 DC1-DC3
NL NO 873 DC1-DC3
NL UK2 713 DC1-DC3
NL BE(WF) 189 DC1-DC3
NL DE(WF) 308 DC1-DC3
NL NL(WF) 146 DC1-DC3, AC4, AC5
NL DK(WF) 531 DC1-DC3
NL UK(WF) 770 DC1-DC3
DE DK 280 DC1-DC3
DE NO 679 DC1-DC3
DE UK2 834 DC1-DC3
DE BE(WF) 534 DC1-DC3
DE DE(WF) 212 DC1-DC3
DE NL(WF) 369 DC1-DC3
DE DK(WF) 337 DC1-DC3
DE UK(WF) 753 DC1-DC3
DK NO 444 DC1-DC3
DK UK2 836 DC1-DC3
DK BE(WF) 761 DC1-DC3
DK DE(WF) 311 DC1-DC3
DK NL(WF) 550 DC1-DC3
DK DK(WF) 201 DC1-DC3
DK UK(WF) 654 DC1-DC3
NO UK2 711 DC1-DC3
NO DE(WF) 571 DC1-DC3
NO DK(WF) 353 DC1-DC3
NO UK(WF) 414 DC1-DC3
UK2 DK(WF) 638 DC1-DC3
UK2 UK(WF) 311 DC1-DC3

BE(WF) DE(WF) 462 DC1-DC3
BE(WF) NL(WF) 229 DC1-DC3
BE(WF) DK(WF) 677 DC1-DC3
BE(WF) UK(WF) 820 DC1-DC3
DE(WF) NL(WF) 241 DC1-DC3
DE(WF) DK(WF) 223 DC1-DC3
DE(WF) UK(WF) 556 DC1-DC3
NL(WF) DK(WF) 449 DC1-DC3
NL(WF) UK(WF) 630 DC1-DC3
DK(WF) UK(WF) 460 DC1-DC3

Note: The specified lengths are 125% of the Euclidean
distances to account for obstructions in the shortest path.
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